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Abstract  
 
This research agenda paper explores the integration of artificial intelligence (AI) in educational settings 
through three proposed experimental studies. The first examines knowledge transfer mechanisms using 
the SECI model and Bloom’s Taxonomy across traditional, automated, and hybrid instructional contexts. 
The second investigates psychological and social impacts through a longitudinal study of varying levels 
of AI integration, guided by the Theory of Perceived Benefits, Self-Determination Theory, and Social 

Cognitive Theory. The third evaluates ethical implications through a multi-stakeholder impact 
assessment grounded in Value-Sensitive Design methodology. The research yields both theoretical and 
practical contributions. Theoretically, it deepens understanding of knowledge conversion, social learning 
dynamics, and institutional adaptation in AI-enhanced learning environments. Practically, it offers 

implementation frameworks that preserve essential human elements in education. A cross-study 
analysis reveals converging insights, providing a structured and actionable roadmap for AI adoption. 
Uniquely, this agenda integrates diverse theoretical perspectives the SECI, Bloom’s Taxonomy, Self-

Determination Theory, and Value-Sensitive Design within a unified research framework to empirically 
examine the interplay between AI and human cognition. By bridging cognitive, social, and ethical 
dimensions, it lays the foundation for AI-integrated educational environments that are not only effective, 
but also developmentally aligned and ethically grounded. This holistic approach advances the field by 
uniting fragmented research domains and providing a coherent framework for both scholarly inquiry and 
applied educational practice. 
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1. INTRODUCTION 

 
The integration of Artificial Intelligence (AI) in 
education represents a transformative shift that 
fundamentally challenges our traditional 
understanding of teaching, learning, and 
classroom dynamics (Abdel-Karim et al., 2023; 

Benbya et al., 2024). The emergence of 

sophisticated AI tools like ChatGPT and Google's 
Bard has already begun reshaping classroom 
practices (Alsafari et al., 2024), with educators 
worldwide grappling with questions about 
everything from essay writing to problem-solving 
assistance (Sturm et al., 2021). For instance, 

New York City Public Schools, the largest school 
district in the United States, initially responded to 
ChatGPT by banning it across their networks in 
January 2023, but later reversed this decision to 
instead develop guidelines for its appropriate use 
in classrooms (Chu., 2023). This shift from 
prohibition to integration reflects the broader 

challenges educational institutions face in 
adapting to AI technologies (Yang & 
Subramanyam., 2022). As students increasingly 

use AI for classwork, research assistance, and 
creative projects, instructors must navigate a 
complex landscape where the boundaries 

between AI assistance and independent learning 
become increasingly blurred (Chu., 2023). 
 
As AI technologies become increasingly 
sophisticated and prevalent in educational 
settings (García Lozano et al., 2020; Xue et al., 
2022), there is an urgent need to establish a 

comprehensive research agenda that addresses 
critical questions about the role of teachers, the 
psychological and social impacts on students, and 
the ethical implications of AI integration in 
classroom education (Abdel-Karim et al., 2023; 
García Lozano et al., 2020). This need is 

particularly acute given the rapid pace of AI 

advancement and its growing adoption in 
educational settings (Kwon & Lee., 2024; Lin et 
al., 2023). While exact usage statistics are still 
emerging, it is clear that many schools are 
continuing to develop their approaches (Fink et 
al., 2024), creating a critical gap between 

technology adoption, knowledge management 
and educational policy (Lin et al., 2023; Maita et 
al., 2024). This underscores the pressing need for 

research-based frameworks that can guide 

effective and ethical AI integration in classrooms. 
 
The evolving role of teachers in AI-enhanced 
classrooms presents complex challenges that 
demand systematic investigation, particularly in 
how knowledge is created, shared, and managed 

within educational environments (Li et al., 2020; 

Schwartz & Te'eni., 2024). While current 
discourse often focuses on whether AI will replace 
teachers (Kankanhalli., 2024), the more nuanced 
and pressing questions concern how teaching 
practices, professional identities, and pedagogical 
approaches must adapt in response to AI 

integration (Vaast & Pinsonneault., 2021). This 
adaptation requires understanding how teachers' 
roles as knowledge managers and facilitators are 
transforming in an AI-enhanced educational 
ecosystem (Benbya., 2020). Early observations 
suggest that as online or e-learning becomes 
increasingly prevalent teachers are experiencing 

significant shifts in their responsibilities, moving 
from primary content deliverers to learning 
facilitators and AI-human interaction mediators 

(Fu-Yun & Chun-Ping., 2016). This shift 
fundamentally changes how knowledge flows 
within classrooms (Fischer et al., 2020). Teachers 

must now navigate a complex knowledge 
management landscape where they not only 
curate and validate AI-generated content but also 
help students develop critical skills in knowledge 
acquisition, evaluation, and synthesis (Asghar., 
2022). For example, Stanford University's recent 
initiative to integrate AI tools into their curriculum 

demonstrates an evolution where professors are 
focusing less on content delivery and more on 
teaching students how to effectively prompt, 
evaluate, and build upon AI-generated 
information while maintaining academic rigor 
(Popenici., 2023).  

 

The dynamics of knowledge transfer in AI-
enhanced classrooms are increasingly 
multidirectional. Traditional one-way flows from 
teacher to student are giving way to complex 
exchanges among teachers, students, AI 
systems, and peer groups (Iivari et al., 2020). 

This shift raises challenges in ensuring knowledge 
quality and fostering collaboration (Al-Emran et 
al., 2024). Teachers must build competencies in 
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managing these flows, balancing subject 

expertise with AI literacy (de Bem Machado et al., 
2021). Yet gaps remain: effective models for 
teacher-AI collaboration, impacts on autonomy 

and decision-making (Hase & Kuhl., 2024), and 
evolving teacher-student relationships. Further, 
sustainable systems for capturing and sharing 
teachers’ AI-related practices are 
underdeveloped (Hase & Kuhl., 2024).  
Psychological and social implications also require 
attention (Sanusi et al., 2023). How AI use 

shapes critical thinking, emotional intelligence, 
and social skills remains unclear (Breitwieser & 
Brod., 2022). Effects on motivation, identity, and 
self-efficacy are poorly understood (Falebita & 
Kok., 2024; Wang et al., 2023). Similarly, AI’s 
role in fostering or hindering creativity and 

problem-solving demands investigation (Abdel-
Karim et al., 2023; Sarker et al., 2024). Ethical 
concerns such as privacy, bias, and autonomy, 
extend traditional debates (Chowdhury & Oredo., 
2022; Schwartz & Te’eni., 2024), while questions 
of equity, assessment, and student agency call for 
systematic study (Gupta et al., 2024).   

 
The sinificance of this research lies in its potential 
to inform evidence-based policies and practices 
for AI integration in education. As educational 
institutions increasingly adopt AI technologies, 
there is a pressing need for research-based 
guidance on effective implementation strategies 

that maximize benefits while minimizing potential 
risks. This agenda contributes to this growing 

body of knowledge by providing empirical 
evidence and practical recommendations for 
stakeholders across the educational spectrum. 
Understanding the implications of AI in classroom 

learning is crucial not only for current educational 
practices but also for preparing students for a 
future where AI plays an increasingly prominent 
role in professional and personal contexts. 
 
Our research agenda offers the following 

1. A comprehensive literature review, 

highlighting existing gaps in research 
2. Three methodologically sound 

experiments to explore AI in education 
3. A discussion section highlighting how 

future researchers can use this agenda 
paper 

 

Through this comprehensive analysis, we seek to 
advance the conversation around AI in education 
beyond technological capabilities to encompass 
broader considerations of pedagogical 
effectiveness, equity, and student development.  
 

2. LITERATURE REVIEW 

 
The integration of artificial intelligence (AI) into 
educational settings represents a transformative 

shift that is fundamentally challenging traditional 
classroom dynamics (Benbya., 2021; Benbya., 
2020). As AI tools like ChatGPT, Claude AI, and 
Google's Bard become increasingly prevalent in 
schools, educators worldwide are grappling with 
questions about how to effectively leverage these 
technologies while preserving the essential 

human elements of teaching and learning 
(Cuthbert., 2024; Leonardi., 2023). The 
emergence of AI has disrupted conventional 
knowledge transfer patterns, shifting from purely 
human-to-human transmission to complex 
networks involving human-AI-human interactions 

(Iivari et al., 2020). This phenomenon raises 
fundamental questions about how knowledge is 
created, shared, and internalized in modern 
educational settings (Schmitt et al., 2023). To 
better understand the evolving landscape of AI 
integration in education, we conducted a 
comprehensive literature review drawing from a 

variety of academic sources. This review 
employed a multi-pronged search strategy, 
utilizing keywords across key conceptual areas 
such as "artificial intelligence", "knowledge 
transfer", "SECI model", "higher education", 
"learning outcomes", "large language model", 
"computer-assisted instruction", " professional 

development", " blended learning" and "hybrid 
learning." We systematically searched databases 

including EBSCO, JSTOR, Scopus, Web of Science 
and ERIC to capture the breadth of research on 
this topic. 
 

Through this extensive literature search, our 
initial pool consisted of 2,015 potentially relevant 
studies. After carefully screening these records 
and applying a set of inclusion criteria, such as a 
focus on empirical research, experimental 
designs, and a concentration on educational 
settings in the United States, we were able to 

identify 218 studies that met the standards for in-
depth review and analysis. The PRISMA diagram 
below illustrates the systematic screening and 
selection process that led to our final set of 

literature for this research agenda. 
 
This review synthesizes findings from numerous 

studies, categorizing them into key themes such 
as the evolving role of teachers, the psychological 
and social impacts on students, and the ethical 
dimensions of AI. Additionally, it explores 
emerging areas such as curriculum innovation 
and inclusivity, providing a holistic understanding 
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of AI's impact on education. See Figure 1. 

 

 
Figure 1. PRISMA DIAGRAM 

 
Role of Teachers in Integrating AI in 

classroom education 
 

The role of teachers in AI-integrated classrooms 
is shifting from content delivery to facilitating AI-
human interactions and curating knowledge (Jo., 
2024; Kong & Yang., 2024; Popenici, 2023). 
Hybrid recommender systems allow educators to 

mediate AI outputs, ensuring contextual 
relevance (Ujjwal & Samit., 2024), while dynamic 
systems position teachers as guides fostering 
critical thinking (Fügener et al., 2021; Lebovitz et 
al., 2021; Lijie et al., 2024). Teachers are also 
adapting to provide AI literacy training, equipping 

students to critically evaluate AI (Cradduck et al., 
2022). Jo (2024) stresses their role in navigating 
ethical and social complexities, balancing 
innovation with pedagogy. As AI assumes 
administrative tasks, teachers can focus on 

interpersonal connections and collaboration 
(Manuel et al., 2019). Across the literature, 

professional development emerges as essential 
for supporting teachers in these evolving roles 
(Wilson & Daugherty., 2024). 
  
However, research also emphasizes an optimal 
instructional effectiveness requires careful 
balance between automated and human 

instruction, consideration of individual learning 

preferences, and appropriate technological 

scaffolding (Sturm et al., 2021). This synthesis of 
research findings suggests that AI's instructional 
benefits are most pronounced when implemented 

as part of a comprehensive pedagogical strategy 
that combines technological capabilities with 
sound educational principles, while maintaining 
essential human elements in the teaching and 
learning process (Fink et al., 2024). 
 
Psychological and Social Impacts on AI 

integration in classroom education  
 
The psychological and social dimensions of AI 
integration in education represent a critical area 
of study (Cradduck et al., 2022; Jo., 2024). 
Manuel et al., (2019) investigated how AI-driven 

adaptive learning systems influence students' 
cognitive development, demonstrating 
improvements in personalized learning outcomes. 
However, concerns persist regarding potential 
over-reliance on AI, which could stifle creativity 
and critical thinking. Cradduck et al (2022) 
highlighted the dual nature of AI’s impact on 

student motivation, with personalized feedback 
enhancing engagement while standardized AI 
interactions may reduce emotional connection to 
learning. Similarly, Jo (2024) explored the 
implications of AI on emotional intelligence, 
emphasizing that while AI can assist in skill-
building, it lacks the empathetic nuance required 

for holistic development. The study also 
demonstrated how AI tools can bridge gaps for 

students from underserved communities by 
providing tailored learning resources. However, 
this potential is tempered by concerns about 
accessibility and equity, as highlighted in the 

ethical discussions.   
 
The social dimensions of AI integration in 
classrooms reveal complex and often 
contradictory impacts (Mario & Roberto., 2023). 
Jo (2024) highlights tensions between enhanced 
connectivity through AI platforms and potential 

isolation when AI replaces group learning. Manuel 
et al (2019) show how blended learning reshapes 
social dynamics, while Hidayat-ur-Rehman 
(2024) and Kim et al (2024) emphasize that 

students’ AI competence strongly influences their 
ability to engage in these spaces. A key theme is 
the reconfiguration of social hierarchies (Gligorea 

et al., 2023; Sanusi et al., 2023; Wong et al., 
2022). AI can democratize participation by 
offering alternative channels for hesitant students 
(Chandra et al., 2022), but Gligorea et al (2023) 
caution that access and digital literacy moderate 
these benefits, potentially reinforcing 

stratification. Collectively, research suggests AI 
can enhance collaboration and inclusion but 
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requires careful attention to equity, digital 

literacy, and sustaining meaningful human 
connections in technology-mediated education. 
 

Ethical Implications of AI integration in 
classroom education 
 
Ethical considerations are central to discussions 
about AI integration in education and had 
emerged as a significant theme. Multiple studies 
provide a comprehensive analysis of ethical 

challenges, including data privacy concerns, 
algorithmic biases, and the preservation of 
student autonomy (Wilson & Daugherty., 2024). 
The issue of fairness is particularly salient AI-
driven recommendation systems and can 
reinforce existing educational inequities (Rudolph 

et al., 2024). Emerging ethical issues also include 
the transparency of AI algorithms and the 
accountability of developers in ensuring equitable 
educational outcomes (Cuthbert., 2024). They 
reinforce the need for a robust ethical framework 
that prioritizes fairness, inclusivity, and the 
protection of student rights.   

 
The ethical implications of AI integration in 
classroom education present multifaceted 
challenges that demand careful consideration and 
systematic approaches to resolution. Jo (2024) 
identifies several critical ethical concerns, 
particularly regarding privacy and data 

protection, finding that while AI tools enhance 
learning capabilities, they simultaneously raise 

significant concerns about student data 
collection, storage, and usage. Their research 
reveals that 76% of surveyed students expressed 
concerns about data privacy, especially regarding 

the long-term implications of their digital 
footprints in educational settings.  
 
While AI shows promise in enhancing 
personalized learning and supporting teacher 
effectiveness, successful implementation requires 
careful balance between technological innovation 

and human-centered pedagogy (Mario & 
Roberto., 2023; Stevens & Elen., 2023). Key 
considerations include the evolving role of 
teachers, social-psychological impacts on 

students, and ethical implications regarding 
privacy and equity (Berente., 2021; Curzon et al., 
2021). Moving forward, the focus must remain on 

developing strategies that harness AI's benefits 
while preserving the essential human elements of 
education, ensuring that technological 
advancement serves to enhance rather than 
replace meaningful teaching and learning 
experiences (Cuthbert., 2024; Leonardi., 2023). 

To address these critical areas and expand our 
understanding of AI's impact in educational 

settings, we propose a series of experimental 

designs that will systematically investigate the 
effectiveness, implications, and best practices of 
AI integration in classroom environments. 

 
Literature Review Synthesis 
 
A cross-cutting theme that emerges across the 
literature is the evolving role of teachers as both 
knowledge facilitators and ethical gatekeepers in 
AI-enhanced classrooms. Rather than being 

displaced by AI, teachers are being repositioned 
responsible not only for curating and 
contextualizing AI-generated content but also for 
maintaining student engagement, emotional well-
being, and academic integrity. This shift is 
particularly evident in hybrid environments where 

the boundaries between human and AI instruction 
blur, demanding new pedagogical competencies. 
However, despite consensus on the importance of 
human oversight, the literature reflects a lack of 
empirical clarity on what constitutes "effective" 
teacher-AI collaboration and how it varies across 
contexts, subjects, or student populations. There 

is also a recurring tension between leveraging AI 
for instructional efficiency and safeguarding the 
relational and affective dimensions of learning, 
which are foundational to long-term educational 
development.   
 
Simultaneously, the literature reveals a 

fragmented understanding of how AI impacts 
students' psychological, social, and ethical 

development. While some studies highlight AI's 
capacity to personalize learning and democratize 
classroom participation, others caution against its 
unintended consequences such as cognitive over-

reliance, reduced emotional engagement, or 
emerging forms of digital exclusion. These 
divergent perspectives suggest that the impact of 
AI integration is highly context-sensitive and 
mediated by factors like digital literacy, 
institutional support, and student identity. 
Moreover, the ethical concerns raised ranging 

from privacy to algorithmic bias point to systemic 
governance gaps that have yet to be resolved 
through educational policy or practice. Together, 
these insights underscore the need for a holistic 

research agenda that integrates cognitive, social, 
and ethical dimensions to better guide AI 
implementation in ways that are both effective 

and equitable. 
 
Taken together, the reviewed literature paints a 
picture of both disruption and possibility. The 
integration of AI into educational environments is 
not merely a technological shift, it represents a 

structural transformation in how knowledge is 
delivered, experienced, and governed. As AI 
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systems become embedded in the classroom, 

they challenge traditional teacher-centered 
models and call for new instructional roles that 
blend human empathy with technological fluency. 

While this transition raises legitimate concerns 
around equity, autonomy, and relational depth, it 
also opens new avenues for pedagogical 
innovation. AI offers the potential to redistribute 
teacher workload, personalize instruction at 
scale, and expand access to learning 
opportunities across diverse student populations. 

Realizing this potential, however, will require 
intentional design, ongoing teacher development, 
and governance frameworks that align AI’s 
capabilities with educational values. In this 
context, understanding AI's multifaceted impact 
on teaching dynamics is not only important, but 

also essential for shaping a future where 
technology enhances, rather than erodes, the 
human core of education. 
 

3. EXPERIMENT DESIGNS 
 
Study 1 

First, we propose a rigorous experimental study 
examining how different AI integration models 
affect knowledge creation, transfer, and 
management in educational settings, with 
particular focus on the evolving role of teachers. 
This research will potentially employ a 
comparative analysis of three distinct 

instructional settings: traditional classroom 
teaching, fully automated AI-based learning, and 

a hybrid approach combining human and AI 
instruction. By utilizing Nonaka and Takeuchi's 
SECI model of knowledge conversion alongside 
Bloom's Taxonomy, the study aims to understand 

how different instructional modes influence both 
the teacher's role and knowledge management 
practices in educational environments 
(Krathwohl., 2010; Nonaka., 1994). The 
experimental design will systematically examine 
how teachers' roles transform across these 
different settings, particularly in facilitating 

knowledge creation and transfer. In the 
traditional setting, teachers will engage in direct 
tacit knowledge transfer through face-to-face 
interactions and immediate peer discussions. The 

automated learning environment will explore how 
AI systems can simulate aspects of human-to-
human knowledge sharing, while the hybrid 

setting investigates how teachers can effectively 
blend human and AI-mediated socialization to 
optimize knowledge transfer. 
 
To ensure methodological rigor, the study will 
implement comprehensive controls across 

multiple dimensions (Tremblay., 2021; Soliman & 
Siponen., 2022). The AI system undergoes 

specialized training in subject matter before 

deployment, while human instructors are selected 
based on verified expertise, including academic 
standing, research contributions, and teaching 

excellence. This careful control will allow for 
meaningful comparison of knowledge transfer 
effectiveness across different instructional 
modes. The assessment framework is structured 
to evaluate both individual and collaborative 
knowledge creation, measuring learning 
outcomes across varying difficulty levels (blooms 

taxonomy) from introductory to advanced 
concepts. Individual assessments will be 
examined to track students' progression through 
different cognitive levels, while group 
assessments specifically target collaborative 
knowledge creation - a critical aspect of 

understanding how teacher roles evolve in 
facilitating collective learning experiences.  
 
Particular attention should be paid to how 
teachers adapt their pedagogical approaches 
when integrating AI tools, examining their 
transformation from primary content deliverers to 

learning facilitators and AI-human interaction 
mediators. The research investigates how this 
shift affects teachers' ability to foster both 
individual and collaborative knowledge creation, 
and how their role in managing knowledge flows 
changes across different instructional settings. 
The significance of this research stream lies in its 

potential to provide empirical evidence about 
effective models for teacher-AI collaboration in 

educational settings. By examining how 
knowledge transfer and creation occur across 
different instructional modes, we can better 
understand the optimal balance between human 

and AI-mediated teaching approaches. This 
understanding is crucial for developing evidence-
based guidelines that help teachers effectively 
integrate AI tools while maintaining their 
essential role in facilitating deep learning and 
knowledge creation.  
 

Study 2 and 3 are presented in the appendix 
section. Together, the findings from this research 
stream will help address fundamental questions 
about how teachers can best adapt their practices 

to leverage AI capabilities while preserving the 
crucial human elements of education. This 
includes understanding how to maintain effective 

knowledge management practices, foster 
collaborative learning environments, and ensure 
meaningful knowledge transfer in increasingly AI-
enhanced educational settings. 
 
Study 2 proposes a longitudinal, mixed-methods 

investigation into the psychological and social 
effects of AI integration on students. Drawing on 
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the Theory of Perceived Benefits, Self-

Determination Theory, and Social Cognitive 
Theory, this study tracks student development 
across different levels of AI exposure ranging 

from minimal to fully embedded use. It examines 
outcomes such as motivation, autonomy, peer 
interaction, and academic identity, offering 
critical insights into how AI reshapes the cognitive 
and affective dimensions of student learning over 
time. 
 

Study 3 addresses the ethical implications of AI in 
education through a multi-stakeholder lens. Using 
the Value-Sensitive Design framework, it 
assesses privacy, fairness, and academic integrity 
across institutions with varying levels of AI 
governance. By engaging students, teachers, 

parents, and administrators, this study seeks to 
uncover emerging ethical tensions and identify 
institutional practices that promote responsible AI 
integration. Together, these two studies 
complement the first by extending the research 
agenda beyond pedagogy into the psychological, 
social, and ethical domains that will shape the 

future of AI-enhanced education. 
 

4. DISCUSSION 
 
The experimental studies examining AI 
integration in educational settings yield 
significant implications that span both theoretical 

understanding and practical application. While 
these studies were designed to investigate 

specific aspects of AI in education - from 
knowledge transfer mechanisms to psychological 
impacts and ethical considerations - their findings 
extend beyond immediate research questions to 

inform broader theoretical frameworks and 
practical implementation strategies. The following 
sections detail how these studies contribute to 
our theoretical understanding of AI-enhanced 
education while providing concrete guidance for 
educational institutions navigating technological 
transformation. By examining both theoretical 

and practical implications, we can better 
understand how research findings translate into 
meaningful educational change and institutional 
development in the age of AI integration. 

 
Expected Theoretical Benefits 
The proposed experimental studies could offer 

significant theoretical implications for 
understanding knowledge management, 
knowledge transfer, and learning in AI-enhanced 
educational environments (Altinay et al., 2019; 
Blom et al., 2014). The integration of established 
theoretical frameworks - the SECI model, Bloom's 

Taxonomy, Self-Determination Theory, and 
Value-Sensitive Design (Legault et al., 2007)- 

aims to provide a comprehensive lens through 

which to examine how AI technologies might 
transform traditional knowledge processes in 
education. 

 
The first study's application of the SECI model to 
different instructional settings could advance our 
theoretical understanding of knowledge 
conversion in AI-augmented environments. The 
findings might help conceptualize how tacit 
knowledge, traditionally transferred through 

human interaction, could be effectively facilitated 
through AI-mediated channels. This may have 
important implications for expanding Nonaka and 
Takeuchi's SECI model to encompass AI-enabled 
knowledge conversion processes. The integration 
with Bloom's Taxonomy could further enrich our 

theoretical framework by linking knowledge 
conversion processes to specific cognitive 
development stages, potentially leading to a more 
nuanced understanding of how AI tools might 
support different levels of learning and knowledge 
creation. 
 

The examination of psychological and social 
dimensions in the second study aims to provide 
several vital theoretical insights into how AI 
integration affects the social construction of 
knowledge. First, the study aims to extend SDT 
by exploring how AI integration might reconfigure 
traditional understandings of autonomy, 

competence, and relatedness in educational 
settings. This theoretical extension could reveal 

how AI tools create new dimensions of student 
autonomy while potentially transforming how 
competence is perceived and demonstrated. The 
research also seeks to reconceptualize 

relatedness in AI-enhanced environments by 
proposing new theoretical constructs for 
understanding human-AI-human relationships in 
educational contexts. 
 
Second, the experimental study could 
significantly advance the Theory of Perceived 

Benefits (McMillen., 1998) by investigating how 
varying levels of AI integration in education might 
influence student perceptions and outcomes. 
Through its proposed longitudinal mixed-methods 

approach and three-tiered comparison groups, 
the research aims to gather empirical evidence 
about how different exposure levels to AI tools 

may shape perceived benefits. The study's 
comprehensive measurement of cognitive, social, 
and psychological impacts could help establish 
correlations between AI integration intensity and 
student perceptions. The controlled environment 
and rigorous methodology would attempt to 

isolate specific factors that influence how 
students perceive and internalize the benefits of 



2025 Proceedings of the ISCAP Conference   ISSN: 2473-4901 
Louisville, KY  v11 n6309 

©2025 ISCAP (Information Systems and Computing Academic Professionals) Page 8 
https://iscap.us/proceedings/ 

AI tools. 

 
Third, this research seeks to expand Social 
Cognitive Theory (SCT) by developing theoretical 

propositions about how AI-mediated experiences 
might modify traditional processes of vicarious 
learning and observational modeling. The 
framework suggests that AI could create new 
forms of modeling that transcend traditional 
social learning mechanisms, potentially requiring 
a theoretical reconceptualization of how students 

develop self-efficacy beliefs through AI-enhanced 
learning experiences. Furthermore, the proposed 
theoretical extensions aim to understand how AI 
integration might influence students' self-
regulatory capabilities. 
 

Finally, our research models propose a novel 
theoretical synthesis bridging TPB, SDT and SCT 
theories in the context of AI-enhanced learning, 
suggesting that the interplay between intrinsic 
motivation and environmental influences might 
take on new dimensions when AI systems become 
active participants in the learning process. This 

theoretical integration could offer new 
perspectives on how students' psychological 
needs and social learning processes interact in AI-
enhanced educational environments. 
 
This research agenda advances theoretical 
frameworks for understanding educational 

transformation in the digital age, using Value-
Sensitive Design to balance technological 

innovation with human values. It examines how 
AI integration may reshape teacher identity, 
professional development, and the broader 
dynamics of human-AI collaboration. From a 

social theory perspective, it investigates how 
institutional power structures and stakeholder 
relationships adapt to technological change while 
maintaining core educational missions. 
Additionally, the studies address issues of equity 
and access, exploring how different AI 
implementation models might influence diverse 

student populations and contribute to or mitigate 
educational inequalities. By bridging 
technological determinism with human-centered 
educational philosophy, this agenda proposes 

hybrid models that capture the interplay between 
human and artificial intelligence, ensuring 
innovation enhances rather than undermines 

educational values. 
 
Expected Practical Benefits 
The experimental studies proposed aim to offer 
substantial practical implications for 
implementing effective knowledge management, 

transfer, and learning strategies in AI-enhanced 
educational environments. The findings could 

provide educators and administrators with 

concrete guidance for integrating AI tools while 
preserving essential human elements of 
education, particularly in navigating the 

complexities of modern educational 
transformation. 
 
The first study's comparative analysis of 
traditional, automated, and hybrid instructional 
settings aims to reveal crucial practical 
considerations for structuring effective learning 

environments. The insights from the SECI model 
application might suggest how institutions should 
carefully design their AI integration strategies to 
support different types of knowledge conversion. 
For instance, while AI tools might excel at 
supporting explicit knowledge transfer through 

content delivery and automated feedback, the 
findings could emphasize the continued 
importance of human facilitation for tacit 
knowledge sharing and social learning 
experiences.  
 
Table 1 in appendix illustrates the alignment 

between theoretical and practical implications 
across the three primary studies. This alignment 
demonstrates how theoretical insights directly 
inform implementation strategies, creating a 
bridge between conceptual understanding and 
practical application. The table reveals how each 
study's theoretical contributions translate into 

specific practical guidelines, providing a 
structured approach to AI integration in 

educational settings. 
 

5. LIMITATIONS AND EXTENSIONS 
 

The current research agenda on AI in education, 
though rigorous, has several limitations. Its focus 
on formal academic settings restricts 
generalizability to informal, workplace, or lifelong 
learning contexts. Reliance on established 
frameworks may constrain discovery of novel AI-
driven phenomena, while findings risk becoming 

outdated due to rapid technological change. 
Longitudinal studies provide value but may still 
miss long-term impacts, and underrepresentation 
of groups such as students with special needs, 

rural institutions, or culturally diverse 
communities remains a concern. Additionally, the 
limited inclusion of AI developers and ed-tech 

providers overlooks their growing influence on 
educational practices. Future research should 
expand across diverse contexts (informal, 
vocational, specialized learning), address 
emerging AI capabilities (NLP, adaptive systems, 
AR), and conduct extended longitudinal studies 

across multiple stages. Stakeholder analysis 
should include AI developers, technology firms, 
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and policy makers, while implementation 

frameworks must adapt to varied settings and 
needs. Research should also explore how AI-
enhanced learning aligns with accreditation 

standards (e.g., AACSB, ABET) to ensure 
institutional legitimacy. Finally, comparative 
studies across community colleges, research 
universities, and international campuses are 
needed to establish cross-institutional 
generalizability. Such directions will strengthen 
the scope, adaptability, and long-term impact of 

AI integration in education. 
 

6. CONCLUSIONS 
 
This research agenda offers a comprehensive 
investigation into the integration of artificial 

intelligence in education, addressing theoretical 
foundations and practical implications through 
three complementary studies. By examining 
knowledge transfer, psychological impacts, and 
ethical considerations, it provides critical insights 
into implementing AI while preserving the human 
dimensions of teaching and learning. 

A thorough literature review supports the 
argument that effective AI integration requires 
balancing theoretical understanding with practical 
challenges. Theoretical contributions advance 
understanding of how AI reshapes processes such 
as knowledge conversion, cognitive development, 
social learning, and institutional structures. 

Meanwhile, the practical implications guide 
institutions in adopting AI responsibly, offering 

frameworks for strategic planning, professional 
development, and classroom-level 
implementation. This alignment between theory 
and practice produces adaptable models for 

diverse educational contexts. 
Rather than an endpoint, this agenda serves as a 
foundation for future exploration. As institutions 
face ongoing technological transformation, the 
proposed frameworks can support the creation of 
AI-enhanced environments that advance 
educational objectives while safeguarding 

human-centered pedagogy. The future of 
education depends on balancing innovation with 
pedagogical wisdom, ensuring AI enhances, 
rather than replaces the essential human role in 

learning. 
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APPENDIX A 

Study 2 
Second, we propose a longitudinal mixed-methods study examining the psychological and social impacts 
of AI tool usage in classroom environments. This experiment would track students' cognitive 

development, social interactions, and emotional well-being across different levels of AI integration over 
an academic year. The study design will incorporate three distinct comparison groups to understand the 
spectrum of AI integration effects. One group would experience limited AI integration, where AI tools 
are used only for basic administrative tasks. A second group would engage with moderate AI integration, 
where AI tools support both administration and specific learning activities. The third group would 
experience comprehensive AI integration, with AI tools fully embedded across all aspects of the learning 
experience. 

 
The theoretical foundation of this study combines motivation theories like Theory of Perceived Benefits 
(TPB) or Self-Determination Theory (SDT) and Social Cognitive Theory (SCT) to examine how varying 
levels of AI integration affect multiple dimensions of student development. This framework allows for 
systematic investigation of cognitive development through regular assessments of critical thinking, 
problem-solving abilities, and creativity using standardized instruments. Social competence would be 

evaluated through careful observation and measurement of peer interactions, collaborative capabilities, 
and communication skills. The study would also measure psychological well-being through the lens of 
SDT components - autonomy, competence, and relatedness - while tracking the development of 
academic identity through assessments of self-efficacy, learning motivation, and academic self-concept 
(Breitwieser & Brod, 2022; Kim et al., 2024). 
 
To ensure scientific rigor, the research design incorporates comprehensive controls across multiple 

dimensions (Soliman & Siponen, 2022). Participant selection would involve carefully matched groups of 
students from multiple grade levels, controlling for prior academic performance and technology 
exposure, while ensuring balanced demographic representation. The data collection strategy will 
combine quantitative measures such as standardized psychological assessments and academic 
performance metrics with qualitative approaches including regular semi-structured interviews and 
classroom observations. Additionally, behavioral data would be collected through analysis of AI tool 
usage patterns and interaction logs. Quality assurance measures would be implemented through the 

use of validated psychological assessment tools, trained observers and interviewers, and regular inter-
rater reliability checks. Environmental controls would ensure consistency in curriculum across all groups, 

similar classroom sizes and resources, and standardized teacher training in respective AI integration 
levels. Implementation fidelity would be regularly monitored and documented to maintain the integrity 
of the experimental conditions.  
 

This sophisticated research design would generate rich insights into how different levels of AI integration 
affect students' psychological development and social capabilities. The findings could contribute to 
establishing evidence-based guidelines for age-appropriate and developmentally supportive AI 
integration in education, helping educators and policymakers make informed decisions about the optimal 
level and nature of AI integration in different educational contexts. 
 
Study 3 

Third, we propose a comprehensive ethical impact assessment study examining the implications of AI 
integration in education through multiple stakeholder perspectives. This experiment would 
systematically investigate ethical concerns across three key dimensions: privacy and data protection, 
fairness and equity in AI-assisted learning, and the preservation of academic integrity. The study would 

be conducted across multiple educational institutions over an academic year, involving schools with 
varying levels of technological infrastructure and socioeconomic backgrounds. 
 

The research framework integrates Value-Sensitive Design methodology with Responsible Innovation 
principles to examine how AI integration affects different stakeholder values and educational outcomes. 
The study would track three cohorts of schools implementing different AI governance models. The first 
cohort would implement a minimal governance framework focusing primarily on basic data protection. 
The second would adopt a moderate framework incorporating both privacy protection and fairness 
considerations. The third would implement a comprehensive ethical governance framework addressing 

privacy, fairness, and academic integrity through detailed policies and monitoring systems. 
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A distinctive feature of this experimental design is its multi-stakeholder approach to data collection and 

analysis. Teachers would document ethical challenges encountered during AI implementation through 
structured reflection journals and participate in monthly focus groups discussing emerging ethical issues. 
Students would engage in regular surveys and interviews about their experiences with AI tools, focusing 

particularly on perceived fairness, privacy concerns, and academic integrity challenges. Parents would 
contribute through quarterly surveys and semi-structured interviews about their perspectives on AI's 
impact on their children's education. School administrators would provide insights through monthly 
reports on policy implementation challenges and effectiveness. 
 
To ensure methodological rigor, the study would implement several control measures (Tremblay, 2021). 
Each participating school would be carefully matched based on demographic profiles, technological 

infrastructure, and existing ethical guidelines. A standardized ethical assessment framework would be 
developed and validated by an expert panel including educators, ethicists, and AI specialists. Regular 
audits would examine adherence to assigned governance frameworks, while independent observers 
would document classroom practices and policy implementation. The data analysis would focus on 
identifying patterns in ethical challenges across different governance models, evaluating the 
effectiveness of various policy approaches, and understanding how different stakeholders perceive and 

respond to ethical issues in AI-enhanced education. Special attention would be paid to unintended 
consequences of AI integration, particularly regarding student privacy, educational equity, and the 
development of academic integrity in an AI-enabled environment. 
 
This research stream would provide crucial insights for developing evidence-based ethical frameworks 
for AI integration in education. The findings could help educational institutions establish effective 
governance structures that protect student interests while maximizing the benefits of AI technology in 

learning environments. Moreover, the results would inform policy recommendations for ensuring ethical 
AI integration across diverse educational contexts. 
 

Study Focus Theoretical Implications Practical Implications 

Study No 1: Knowledge 
Transfer & SECI Model 

Expands Nonaka and Takeuchi's SECI 
model to include AI-mediated 
knowledge conversion processes 
(Nonaka., 1994) 
 

Links knowledge conversion processes 
to cognitive development stages 

through Bloom's Taxonomy 
(Krathwohl., 2010) 
 
Advances understanding of tacit 
knowledge transfer in AI-enhanced 
environments (Sarker et al., 2024) 

Guides design of AI integration 
strategies for different types of 
knowledge conversion (Fischer et 
al., 2020) 
 

Informs balance between AI-
mediated content delivery and 

human facilitation (Schwartz & 
Te'eni., 2024) 
 
Provides frameworks for 
structuring hybrid learning 
environments (Hase & Kaur., 
2024) 

 
Shapes assessment strategies for 
both individual and collaborative 
learning (Asghar et al., 2022) 
 
 

 
Study No 2: 
Psychological & Social 
Impacts (Gligorea et 
al., 2023) 
 

Integrates Theory of Perceived 
Benefits, Self-Determination Theory 
with Social Cognitive Theory in AI 
contexts (Legault et al., 2007). 
 
Advances understanding of motivation 

and engagement in AI-enhanced 
environments (Al-Emran et al., 2024). 
 
Develops new frameworks for 

Informs protocols for AI tool 
usage that support student well-
being (Xue et al., 2022) 
 
Provides optimal ratios of AI-
mediated vs. human-led 

instruction (Fügener et al., 2021) 
 
Guides development of support 
systems for student adaptation 
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understanding social learning in 

technology-mediated settings 
(Kankanhalli., 2024) 
 

 
 
 
 

(Breitwieser & Brod, 2022) 

 
Shapes professional development 
programs for teachers (Hase & 

Kuhl., 2024) 

Study No 3:  Ethical 
Framework & 
Governance 

Contributes to Value-Sensitive Design 
theory in educational contexts (Asghar., 
2022) 

 
 
Advances understanding of power 
dynamics and institutional structures 
(Benbya., 2020) 
 

Develops theoretical perspectives on 
educational equity and access (Wilson 
& Daugherty., 2024) 

Offers frameworks for responsible 
AI governance (Kong & Yang., 
2024) 

 
 
Provides models for stakeholder 
engagement and communication 
(Cradduck et al., 2022) 
 

Guides development of privacy 
protection and ethical guidelines 
(Curzon et al., 2021) 
 
Informs quality assurance and 
monitoring systems (Fu-Yun & 
Chun-Ping., 2016) 

Table 1: Cross-Analysis of Theoretical Contributions and Practical Applications 
 

 
 

 
 
 
 

 


