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Abstract  
 
Understanding factors that influence user trust in Large Language Models (LLMs) is critical for successful 
AI adoption and appropriate use. This study provides the first empirical validation of the Acceptance-

Trust Model (ATM) Framework proposed by Money and Thanetsunthorn (2025) regarding trust 
determinants in ChatGPT-like systems. We conducted a cross-sectional survey study with 94 participants 
examining relationships between self-efficacy, perceived control, perceived usefulness, perceived ease 

of use, LLM usage familiarity, and trust in LLMs. Results demonstrated that perceived usefulness was 
the strongest predictor of trust (r = 0.515, p < 0.001), followed by perceived ease of use (r = 0.438, p 
< 0.001), with four of five hypotheses receiving empirical support. The moderate trust levels observed 
(M = 2.72 on a 1-5 scale) suggest appropriate calibration given current LLM capabilities. These findings 
advance theoretical understanding of trust in conversational AI systems and provide practical guidance 
for designing trustworthy LLM interfaces and implementation strategies. 
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1. INTRODUCTION 

 
Large Language Models (LLMs) such as ChatGPT, 
GPT-4, Claude, and Bard have fundamentally 
transformed human-computer interaction, 
offering unprecedented capabilities in natural 

language generation, reasoning, and creative 
tasks (Brown et al., 2020; OpenAI, 2023). These 
systems have rapidly gained adoption across 
education (Kasneci et al., 2023), healthcare (Lee 

et al., 2023), business operations (Brynjolfsson 
et al., 2023), and creative industries (Eloundou et 
al., 2023). However, successful LLM integration 

depends critically on users developing calibrated 
trust that aligns with system capabilities while 
acknowledging limitations (Lee & See, 2004; 
Winfield & Jirotka, 2018). 
 
The importance of understanding trust in LLMs 

extends beyond technology adoption. Unlike 
traditional software with predictable outputs, 
LLMs exhibit emergent behaviors and occasionally 
produce hallucinated or biased information (Ji et 
al., 2023; Weidinger et al., 2021). As LLMs 
integrate into decision-making processes, 

misaligned trust can significantly impact 

individual and organizational outcomes (Akata et 
al., 2020; Barocas et al., 2019). 
 
The Trust Challenge in LLM Adoption 
Trust in LLMs presents distinctive challenges 
compared to traditional automation systems. 
While early automated systems had relatively 

predictable behaviors and clearly defined 
boundaries (Parasuraman & Riley, 1997; 
Sheridan & Verplank, 1978), LLMs operate as 
general-purpose tools capable of generating 
human-like responses across an expansive range 
of topics, making their limitations less obvious to 

users (Bommasani et al., 2021; Wei et al., 2022). 
 

Users often struggle to calibrate their trust 
appropriately. Studies document instances of 
over-reliance on LLM outputs, particularly in 
specialized domains (Alkaissi & McFarlane, 2023; 
Borji, 2023). Conversely, some users exhibit 

excessive skepticism, failing to leverage LLMs' 
genuine capabilities (Chiang & Lee, 2023; Qiu et 
al., 2023). This dual challenge underscores the 
need for comprehensive frameworks to 
understand user trust in LLM systems. 

 
The consequences of trust miscalibration are 
concerning given LLMs' integration into high-
stakes applications. In education, uncritical 
acceptance of LLM-generated content can 
undermine learning (Susnjak, 2022; Tlili et al., 

2023). In professional settings, over-reliance can 
lead to factual errors or biased decisions (Bender 
et al., 2021; Liang et al., 2022). 
 

Research Gaps and Study Rationale 
Current research on trust in LLMs suffers from 
several limitations. Most existing studies have 

been either theoretical or based on small-scale 
qualitative investigations (Chiang & Lee, 2023; 
Wang et al., 2023). While these studies have 
provided valuable insights into trust factors, 
large-scale quantitative studies using validated 
instruments and comprehensive frameworks are 

notably absent. Research has typically focused on 
individual aspects of trust rather than examining 
multiple predictors simultaneously (Castillo, 
2023; Qiu et al., 2023). 
 
Much AI trust research has examined specific 

applications rather than general-purpose systems 

like LLMs (Hoffman et al., 2018; Zhang et al., 
2020). Additionally, there has been limited 
integration of established psychological theories 
with emerging AI trust research. Money and 
Thanetsunthorn (2025) recently proposed the 
Acceptance-Trust Model (ATM) Framework, which 
synthesizes insights from automation trust, 

technology acceptance, and individual difference 
research specifically for LLM contexts. However, 
this framework has not yet received empirical 
validation. 
 
Research Objectives 

This study aims to provide the first 
comprehensive empirical validation of the ATM 

Framework for trust in LLMs. Specifically, we seek 
to: (1) validate the measurement properties of 
trust and predictor constructs in an LLM context, 
(2) test the five primary relationships proposed 
by the framework, (3) examine the relative 

importance of different trust predictors, and (4) 
explore demographic patterns in LLM trust and 
usage. 
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Study Contributions 

This research makes several important 
contributions to our understanding of trust in 
artificial intelligence systems. Theoretically, it 

provides the first empirical validation of a 
comprehensive framework specifically designed 
for LLM trust, extending established trust and 
technology acceptance theories to contemporary 
AI contexts. Methodologically, it employs 
validated measurement instruments and rigorous 
statistical analyses to examine trust relationships 

quantitatively. 
 
From a practical perspective, the findings inform 
LLM design decisions, user interface 
development, and training program creation. 
Understanding which factors most strongly 

predict trust can guide efforts to build appropriate 
trust relationships between users and LLM 
systems. Additionally, the research provides 
insights into demographic differences in LLM 
trust, informing targeted intervention strategies 
for different user populations. 
 

As LLMs continue to evolve and proliferate across 
domains, establishing evidence-based 
frameworks for understanding and fostering 
appropriate trust becomes increasingly crucial. 
This study represents an important step toward 
that goal, providing both theoretical insights and 
practical guidance for the responsible 

development and deployment of LLM 
technologies. 

 
2. LITERATURE REVIEW AND HYPOTHESIS 

DEVELOPMENT 
 

Trust in Automation and Human-Computer 
Interaction 
The foundation for understanding trust in LLMs 
lies in decades of research on trust in automation 
and human-computer interaction. Lee and See 
(2004) provided a seminal framework for trust in 
automation, defining appropriate trust as "the 

attitudinal willingness to rely on automated 
systems" that is calibrated to the system's actual 
capabilities and limitations. Their work 
emphasized that both under-trust and over-trust 

can lead to suboptimal outcomes, with under-
trust resulting in disuse of beneficial systems and 
over-trust leading to misuse in inappropriate 

contexts. 
 

Parasuraman and Riley (1997) established that 
trust in automation is influenced by multiple 
factors including system characteristics, user 
characteristics, and environmental factors. Their 

research highlighted the dynamic nature of trust, 
showing that trust develops and changes through 

interaction with automated systems. This 

foundational work has been extensively validated 
across domains including aviation (Lewandowsky 
et al., 2000), automotive systems (Verberne et 

al., 2012), and medical decision support 
(Goddard et al., 2012). 
 
Madhavan and Wiegmann (2007) further refined 
our understanding by demonstrating that trust in 
automation involves both cognitive and affective 
components. Their research showed that users' 

emotional responses to automated systems can 
influence trust independently of rational 
evaluations of system performance. This dual-
process perspective has important implications 
for understanding how users develop trust in AI 
systems that can generate both impressive 

outputs and notable errors. 
 

Trust in Artificial Intelligence Systems 
As artificial intelligence has advanced beyond 
traditional automation, researchers have begun 
developing AI-specific trust frameworks. Ribeiro 
et al. (2016) argued that trust in machine 

learning systems requires interpretability and 
explainability, leading to the development of LIME 
(Local Interpretable Model-agnostic 
Explanations) and other explainable AI 
techniques. Their work emphasized that users 
need to understand AI decision-making processes 
to develop appropriate trust. 

 
Hoffman et al. (2018) conducted a 

comprehensive review of trust in human-AI 
teams, identifying key factors including 
transparency, predictability, and bidirectional 
interaction. They argued that trust in AI systems 

differs from trust in traditional automation due to 
AI's adaptive capabilities and potential for 
emergent behaviors. This perspective has been 
supported by subsequent research showing that 
AI systems' ability to learn and change can both 
enhance and undermine user trust (Siau & Wang, 
2018). 

 
Recent work by Jacovi et al. (2021) distinguished 
between trust in AI systems and trust in AI 
explanations, noting that explainable AI 

techniques may not always improve user trust or 
decision-making. Their findings suggest that trust 
in AI is more complex than simply providing 

explanations, requiring careful consideration of 
user needs and contexts. 
 
Wang et al. (2023) conducted a systematic 
review of trust in conversational AI, identifying 
factors including perceived competence, 

reliability, and benevolence as key determinants. 
Their qualitative work with 15 participants 
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provided important groundwork for 

understanding trust in language-based AI 
systems, though quantitative validation with 
larger samples was identified as a research need. 

 
Trust in Large Language Models: Emerging 
Research 
Research specifically focused on trust in LLMs is 
relatively new but rapidly expanding. Chiang and 
Lee (2023) conducted interviews with 20 ChatGPT 
users and identified several trust factors including 

perceived competence, reliability, and 
transparency. Their qualitative findings 
suggested that users develop trust through 
repeated interactions and calibrate their trust 
based on performance in specific domains. 
However, the small sample size and qualitative 

nature of the study limited generalizability. 
 
Qiu et al. (2023) surveyed 150 users about their 
trust in AI writing assistants, finding that 
perceived usefulness and accuracy were primary 
trust drivers. Their work also highlighted the 
importance of user expertise, showing that 

experts were more discriminating in their trust 
assessments than novices. While providing 
valuable insights, this study focused narrowly on 
writing applications rather than general LLM use. 

 
Castillo (2023) examined trust in LLMs across 
different demographic groups with 200 

participants, finding significant variations based 
on age, education, and prior AI experience. 

Younger, more educated users showed higher 
baseline trust but also greater sensitivity to model 
failures. This work highlighted the importance of 
considering individual differences in LLM trust 

research, though it did not examine the 
comprehensive set of predictors proposed in the 
ATM Framework. 

 
These empirical studies have provided important 
initial insights but have focused on specific 
aspects of trust or particular user populations. A 

comprehensive examination of multiple trust 
predictors within an integrated theoretical 
framework has not yet been conducted. 

 

The Technology Acceptance Model and 
Trust 
The Technology Acceptance Model (TAM), 

originally developed by Davis (1989), has proven 
remarkably durable in explaining user acceptance 
of information technologies. Davis demonstrated 
that perceived usefulness and perceived ease of 
use are primary determinants of technology 
acceptance, with these factors mediating the 

effects of external variables on actual usage 
behavior. 

Venkatesh and Davis (2000) extended TAM to 

include subjective norm and voluntariness, 
creating TAM2. Their longitudinal studies 
provided strong evidence for the model's 

predictive validity across different organizational 
contexts. Subsequent developments led to the 
Unified Theory of Acceptance and Use of 
Technology (UTAUT) by Venkatesh et al. (2003), 
which integrated elements from multiple 
technology acceptance theories. 
 

Importantly for AI trust research, TAM has been 
successfully extended to various AI applications. 
Lai (2017) found that perceived usefulness and 
ease of use significantly predicted acceptance of 
AI-powered mobile services. Wu and Lin (2022) 
demonstrated TAM's applicability to chatbot 

acceptance, showing that trust mediates the 
relationship between TAM variables and usage 
intentions. 
 
Zhang et al. (2020) specifically examined TAM in 
the context of AI decision support systems, 
finding that perceived usefulness was the 

strongest predictor of acceptance, followed by 
perceived ease of use. Their work suggested that 
TAM constructs might be particularly relevant for 
AI systems that augment human decision-
making, such as LLMs. These findings provide 
strong theoretical justification for including TAM 
constructs in LLM trust frameworks. 

 
Self-Efficacy and Technology Use 

self-efficacy, defined by Bandura (1997) as 
"beliefs in one's capabilities to organize and 
execute the courses of action required to produce 
given attainments," has been consistently linked 

to technology acceptance and use. General self-
efficacy represents a stable individual difference 
that influences how people approach challenges 
and persist in the face of difficulties. 
 
Compeau and Higgins (1995) introduced the 
concept of computer self-efficacy and 

demonstrated its significant impact on computer 
use and outcomes. Their work showed that 
individuals with higher computer self-efficacy are 
more likely to adopt new technologies and persist 

through initial difficulties. This finding has been 
replicated across numerous technologies and 
contexts (Agarwal et al., 2000; Thatcher & 

Perrewe, 2002). 
 
Research on AI-specific self-efficacy is emerging. 
Powers and Engler (2018) found that general self-
efficacy predicted willingness to use AI systems 
in healthcare contexts. Brill et al. (2019) 

demonstrated that self-efficacy beliefs influence 
how users interact with AI-powered educational 
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systems, with higher self-efficacy associated with 

more effective use and greater learning gains. 
 
The relationship between self-efficacy and trust in 

AI systems has received limited direct attention. 
However, Madhavan and Wiegmann (2007) found 
that general self-efficacy influenced trust in 
automated systems, suggesting that confident 
individuals may be more willing to rely on AI 
assistance. The theoretical rationale is that 
individuals with higher self-efficacy feel more 

capable of managing potential challenges or 
errors that might arise when using LLMs, thereby 
increasing their willingness to trust and rely on 
these systems. 

 
Perceived Control in Human-AI Interaction 

The concept of perceived control has deep roots 
in psychology, with Rotter's (1966) locus of 
control and Bandura's (1977) self-efficacy theory 
providing foundational perspectives. In human-
computer interaction, perceived control has been 
identified as a crucial factor in user experience 
and system acceptance (Norman, 1988; 

Shneiderman & Plaisant, 2010). 
 
Liao et al. (2023) recently developed a 
comprehensive framework for perceived control 
in human-agent interaction, identifying three 
dimensions: affective control (managing 
emotional aspects of interaction), cognitive 

control (understanding and predicting agent 
behavior), and conative control (directing agent 

actions). Their empirical validation with 300 
participants showed that all three dimensions 
contribute to overall feelings of control in AI 
interactions. 

 
Research on control and trust in AI systems has 
shown that greater user control generally 
enhances trust by providing predictability and 
agency (Wang et al., 2016). Muir and Moray 
(1996) found that operators who had more 
control over automated systems maintained 

better trust calibration and performance. When 
users feel they can direct, understand, and 
manage AI interactions, they develop greater 
confidence in the system. 

 
Recent work on explainable AI has emphasized 
control through understanding. Ribeiro et al. 

(2016) argued that explanations provide 
cognitive control by helping users understand AI 
decisions. The theoretical link between control 
and trust is straightforward: when users perceive 
that they can manage and direct LLM interactions, 
they are more likely to trust the system because 

they feel less vulnerable to unpredictable or 
undesirable outcomes. 

The Acceptance-Trust Model (ATM) 

Framework 
Recognizing the need for an integrated 
framework specifically for LLM trust, Money and 

Thanetsunthorn (2025) proposed the ATM 
Framework synthesizing insights from 
automation trust, technology acceptance, and 
individual difference research. The ATM 
Framework posits that trust in LLMs is predicted 
by five primary factors organized into three 
categories: 

 
1. Individual Difference Factors: Self-efficacy 

and perceived control represent users' 
confidence and sense of agency when 
interacting with LLMs. These stable individual 
characteristics shape how users approach and 

evaluate AI systems. 
 
2. Technology Perception Factors: Perceived 

usefulness and perceived ease of use 
represent evaluations of the LLM's practical 
value and usability, drawing directly from 
TAM. These perceptions reflect users' 

assessments of the technology itself. 
 
3. Experience Factor: Usage familiarity captures 

the role of direct experience in shaping trust 
through repeated interactions, allowing users 
to calibrate their trust based on actual system 
performance. 

 
This integrated approach addresses limitations of 

previous research by considering both system-
level and individual-level factors. The model 
acknowledges LLMs' unique characteristics, 
including conversational interfaces and broad 

domain coverage. However, prior to the current 
study, the ATM Framework had not received 
empirical validation. 

 
Hypotheses Development 
Based on the ATM Framework and the supporting 
literature reviewed above, we propose five 

hypotheses: 
 

H1: Self-Efficacy and Trust 
Higher self-efficacy will be positively associated 

with higher trust in LLMs. Self-efficacy theory 
suggests that individuals with greater confidence 
in their ability to handle challenges will be more 

willing to engage with and rely on complex 
technologies (Bandura, 1997; Compeau & 
Higgins, 1995). When users believe in their 
capacity to effectively use LLMs and manage 
potential issues, they should develop greater 
trust in these systems. The empirical support for 

self-efficacy's role in technology acceptance 
across diverse contexts (Agarwal et al., 2000; 
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Brill et al., 2019) provides strong justification for 

this hypothesis. 
 

H2: Perceived Control and Trust 

Higher perceived control will be positively 
associated with higher trust in LLMs. Research on 
human-computer interaction indicates that users 
who feel greater control over system interactions 
develop stronger trust relationships (Liao et al., 
2023; Shneiderman & Plaisant, 2010). The 
theoretical rationale is that control reduces 

uncertainty and vulnerability—when users feel 
they can direct and manage LLM interactions 
across affective, cognitive, and conative 
dimensions, they are more likely to trust the 
system. Empirical evidence from automation 
research (Muir & Moray, 1996; Wang et al., 2016) 

demonstrates that control enhances trust 
calibration and system reliance. 

 
H3: Perceived Usefulness and Trust 
Higher perceived usefulness will be positively 
associated with higher trust in LLMs. TAM 
consistently demonstrates that perceived utility is 

a primary driver of technology acceptance and, 
by extension, trust (Davis, 1989; Venkatesh et 
al., 2003). When users perceive that LLMs 
enhance their performance, productivity, or 
effectiveness, they develop greater willingness to 
rely on these systems. The robust empirical 
support for perceived usefulness across diverse 

technologies (Zhang et al., 2020; Wu & Lin, 
2022), including AI systems, provides strong 

justification for expecting this relationship in the 
LLM context. 

 
H4: Perceived Ease of Use and Trust 

Higher perceived ease of use will be positively 
associated with higher trust in LLMs. TAM 
research shows that usability perceptions 
significantly influence technology acceptance 
across diverse contexts (Davis, 1989; Schepman 
& Rodway, 2020). Systems that are easy to use 
reduce cognitive burden and frustration, 

facilitating positive user experiences that support 
trust development. The theoretical logic is 
straightforward: when LLM interfaces are intuitive 
and interactions are effortless, users can focus on 

evaluating system outputs rather than struggling 
with the interface, thereby supporting trust 
formation. Empirical validation of this relationship 

across numerous technologies justifies its 
inclusion in the ATM Framework. 

 
H5: Usage Familiarity and Trust 
Higher LLM usage familiarity will be positively 
associated with higher trust in LLMs. Experience 

with technology typically leads to more calibrated 
trust through direct exposure to system 

capabilities and limitations (Lee & See, 2004; 

Parasuraman & Riley, 1997). As users interact 
with LLMs repeatedly, they develop better 
understanding of when the system performs well 

and when it may produce errors, allowing for 
appropriate trust calibration. While initial 
encounters with LLMs might be characterized by 
either excessive skepticism or naïve 
overconfidence, ongoing experience should 
facilitate more accurate trust assessments 
aligned with actual system capabilities. 

 
Synthesis 
The literature review reveals several key insights 
that inform the current study. Trust is 
multidimensional, involving components 
including reliability, competence, and 

predictability (Madsen & Gregor, 2000; Hoffman 
et al., 2018). Technology characteristics matter, 
with TAM demonstrating that perceived 
usefulness and ease of use are fundamental 
drivers of technology acceptance and trust 
(Davis, 1989; Venkatesh et al., 2003). Individual 
differences are important, as self-efficacy and 

perceived control influence technology 
acceptance and trust across various domains 
(Bandura, 1997; Liao et al., 2023). Trust requires 
calibration between user perceptions and system 
capabilities (Lee & See, 2004), particularly 
important for LLMs given their impressive 
capabilities alongside notable limitations. 

 
These insights converge to support the ATM 

Framework, which integrates technology 
acceptance factors with individual difference 
variables to predict trust in LLMs. The current 
study provides the first comprehensive empirical 

test of this integrated framework, addressing the 
need for quantitative validation identified in prior 
research. 

3. METHOD 
 
Participants and Recruitment 
Participants were recruited through convenience 

sampling from [institution name] during May 
2025. The final sample consisted of 94 
participants who completed the entire survey. No 
compensation was provided for participation. 

While convenience sampling limits 
generalizability, it is appropriate for initial 
framework validation studies and is consistent 

with prior research on emerging technologies. 
 
Sample Characteristics 
The sample was predominantly young, male, and 
educated, reflecting early adopter characteristics 
common in emerging technology research: 
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Age Distribution:  

18-24 years (n=40, 42.6%) 
25-34 years (n=30, 31.9%) 
35-44 years (n=11, 11.7%) 

45-54 years (n=10, 10.6%) 
55-64 years (n=2, 2.1%) 
65+ years (n=1, 1.1%) 
 
Gender:  
Male (n=70, 74.5%) 
Female (n=24, 25.5%) 

 
Education Level:  
Bachelor's degree (n=45, 47.9%) 
Some college (n=28, 29.8%) 
Master's degree (n=15, 16.0%) 
Associate degree (n=4, 4.3%) 

Professional degree (n=2, 2.1%) 
 
LLM Usage Experience:  
Weekly users (n=25, 27.8%) 
Tried 1-2 times (n=25, 27.8%) 
Monthly users (n=11, 12.2%) 
Daily users (n=9, 10.0%) 

Very frequent users (n=6, 6.7%) 
Infrequent users (n=6, 6.7%) 
Never used (n=8, 8.9%) 
 
Measures 
All constructs were measured using 5-point Likert 
scales (1 = Strongly Disagree, 5 = Strongly 

Agree). 
 

Trust in LLMs (25 items): Adapted from 
Madsen and Gregor's (2000) human-computer 
trust scale with LLM-specific modifications. The 
scale measures five dimensions: Reliability (5 

items measuring system consistency and 
dependability), Technical Competence (5 items 
measuring system knowledge and decision-
making capability), Understandability (5 items 
measuring system transparency and 
predictability), Faith (5 items measuring 
confidence in system decisions without 

verification), and Personal Attachment (5 items 
measuring emotional connection to system use). 
Example item: "LLMs are reliable in providing 
information." 

 
Self-Efficacy (10 items): Schwarzer and 
Jerusalem's (1995) General Self-Efficacy Scale, 

measuring confidence in ability to cope with 
challenges and achieve goals. Example item: "I 
can usually handle whatever comes my way." 
 
Perceived Control (12 items): Adapted from 
Liao et al. (2023), measuring three sub-

dimensions of control over LLM interactions: 
Affective control (emotions and engagement), 

Cognitive control (understanding and 

dominance), and Conative control (behavioral 
control). Example item: "I feel I can direct LLM 
interactions as I wish." 

 
Perceived Usefulness (6 items): From Davis's 
(1989) TAM, adapted for LLM context, measuring 
the degree to which users believe LLMs enhance 
job performance and productivity. Example item: 
"Using LLMs would improve my performance." 
 

Perceived Ease of Use (6 items): From Davis's 
(1989) TAM, measuring the degree to which users 
believe using LLMs is free of effort. Example item: 
"I find LLMs easy to use." 
 
LLM Usage Familiarity (1 item): 8-point scale 

ranging from "never heard of this technology" to 
"use very often each day." 
 
Scale Validation 
While the measures were adapted from validated 
scales, we acknowledge that modifications for the 
LLM context ideally warrant additional 

psychometric validation. Future research should 
conduct exploratory and confirmatory factor 
analyses to verify the factor structure of adapted 
measures. For the current study, we assessed 
internal consistency reliability using Cronbach's 
alpha and report these statistics in the Results 
section. All scales demonstrated acceptable to 

excellent reliability (α = 0.791-0.954), providing 
confidence in measurement quality. 

 
Procedure 
The study was conducted online using Qualtrics 
survey software. After providing informed 

consent, participants completed demographic 
questions followed by the main survey measures 
in randomized order to minimize order effects. 
The survey took approximately 15-20 minutes to 
complete. All responses were anonymous, and 
participants could withdraw at any time without 
penalty. 

 
Statistical Analysis 
Data were analyzed using descriptive statistics, 
reliability analysis (Cronbach's α), and Pearson 

product-moment correlations. Correlations were 
chosen as the primary analytic strategy because 
the study focuses on testing whether predicted 

relationships exist, consistent with initial 
framework validation studies. Effect sizes were 
interpreted using Cohen's (1988) conventions: 
small (r = 0.10), medium (r = 0.30), and large (r 
= 0.50). Missing data were minimal (<5% for 
most variables) and were handled using listwise 

deletion for correlation analyses. Statistical 
analysis was conducted using standard statistical 
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procedures, with Claude AI used as a 

computational tool for calculations but with 
human oversight of all analytic decisions, 
interpretations, and conclusions. 

 
Control Variables 
We examined usage patterns and demographic 
variables (age, gender, education) as potential 
confounds. While we did not include formal 
control variables in correlation analyses, we 
examined demographic patterns descriptively to 

understand whether trust varied systematically 
across groups. Future research should employ 
regression analyses with appropriate controls. 
 
Ethical Considerations 
The study received approval from the institutional 

review board. All participants provided informed 
consent, and data were collected anonymously to 
protect participant privacy. Participants were 
informed about the study's purpose and their 
rights to withdraw without consequences. 
 

4. RESULTS 

 
Psychometric Properties 
Table 1 presents descriptive statistics and 
reliability coefficients for all constructs. All scales 
demonstrated acceptable to excellent internal 
consistency, with Cronbach's alpha values 
ranging from 0.791 to 0.954. 

 
 

Note: Overall Trust represents the mean of the 
five trust dimension scores. 
 
Table 1 Descriptive Statistics and Reliability 
Analysis 

 
Hypothesis Testing 
Table 2 presents the correlations between 
predictor variables and overall trust in LLMs, 
along with confidence intervals and hypothesis 
support decisions. 
 

 
Note: All correlations are Pearson product-
moment correlations. CI = Confidence Interval. 
 
Table 2 Hypothesis Testing Results: Correlations 

with Overall Trust 
 

Summary: Four of five hypotheses (80%) 
received empirical support at p < 0.05. Perceived 
usefulness showed the strongest correlation with 
trust, followed by perceived ease of use, 
perceived control, and self-efficacy. Usage 

familiarity showed a positive trend but did not 
reach statistical significance. 
 
Intercorrelations Among Study Variables 
Table 3 presents the complete correlation matrix 
among all study variables. 

 

 
Note: N = 87-92. *p < .05, **p < .01, †p < .10 
 
Table 3 Intercorrelations Among Study Variables 
 
Trust Dimension Analysis 
Table 4 examines correlations between predictor 

variables and individual trust dimensions to 
provide more nuanced insights. 
 

 
Note: N = 86-91. *p < .05, **p < .01, †p < .10 
Note: Und = Understandability; Att = Personal 
Attachment 
 

Table 4 Correlations Between Predictors and 
Trust Dimensions 
 
 

Construct Items M SD α N Min Max
Self-Efficacy 10 3.67 0.65 0.865 90 2 4.8
Trust: Reliability 5 2.74 0.79 0.815 91 1.6 4.8
Trust: Technical Competence 5 2.85 0.81 0.8 89 1.2 4.6
Trust: Understandability 5 3.16 0.96 0.899 86 1.6 5
Trust: Faith 5 2.31 0.65 0.791 88 1 5
Trust: Personal Attachment 5 2.46 0.97 0.906 90 1 5
Perceived Control 12 2.62 0.71 0.897 89 1.83 5
Perceived Usefulness 6 3.22 1.14 0.954 90 1 5
Perceived Ease of Use 6 3.36 1 0.928 90 2 5
Overall Trust 2.72 0.69  92 1.44 4.4

H Predictor r p n 95% CI Size Support

H1 Self-Efficacy 0.287 0.005 88
[0.088, 
0.469] S-M S

H2 Perceived Control 0.312 0.003 87
[0.115, 
0.491] M S

H3 Perceived Usefulness 0.515 <0.001 88
[0.340, 
0.659] L S

H4 Perceived Ease of Use 0.438 <0.001 88
[0.253, 
0.596] M-L S

H5 Usage Familiarity 0.201 0.062 89
[-0.011, 
0.401] S Not Sig

Variable 1 2 3 4 5 6
1. Overall Trust -
2. Self-Efficacy .287** -
3. Perceived Control .312** .456** -
4. Perceived Usefulness .515** .234* .298** -
5. Perceived Ease of Use .438** .312** .356** .672** -
6. Usage Familiarity .201† .189† 0.145 .289** .234* -

Predictor Reliability Tech Comp Und Faith Att
Self-Efficacy .245* .256* .234* .312** .189†
Perceived Control .289** .301** .278** .298** .201†
Perceived Usefulness .412** .478** .445** .398** .356**
Perceived Ease of Use .356** .398** .502** .289** .267**
Usage Familiarity .198† .223* 0.156 0.145 .189†
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Demographic Patterns 

Gender Differences: Males showed slightly 
higher overall trust (M = 2.74, SD = 0.71) 
compared to females (M = 2.67, SD = 0.64), but 

this difference was not statistically significant, 
t(90) = 0.42, p = 0.675. 
 
Age Group Differences: Due to the 
predominantly young sample, age group 
comparisons were limited. Young adults (18-34, 
n = 70) showed similar trust levels (M = 2.71, SD 

= 0.68) to older participants (35+, n = 22, M = 
2.76, SD = 0.73). 
 
Usage Patterns by Demographics: Younger 
participants reported higher usage frequency, 
with 62.9% of 18-34 year-olds using LLMs weekly 

or more frequently, compared to 36.4% of 
participants 35 and older. 

 
5. DISCUSSION 

 
This study provides the first comprehensive 
empirical validation of the ATM Framework for 

understanding trust in LLMs. The results offer 
substantial support for the theoretical model, with 
four of five hypotheses confirmed and effect sizes 
ranging from small-to-medium to large. The 
findings advance our understanding of how 
individual characteristics and technology 
perceptions combine to shape trust in 

conversational AI systems. 
 

Key Findings and Interpretation 
The most notable finding is the prominent role of 
TAM constructs in predicting trust. Perceived 
usefulness emerged as the strongest predictor (r 

= .515, large effect), suggesting that users' trust 
in LLMs is heavily influenced by their perceptions 
of the systems' practical value and effectiveness. 
This finding aligns with TAM research across 
diverse technologies and extends it to advanced 
AI systems. When users believe LLMs genuinely 
enhance their work, learning, or creative 

endeavors, they develop greater willingness to 
rely on these systems. 
 
Perceived ease of use also showed a strong 

relationship (r = .438, medium-to-large effect), 
indicating that interface design and usability 
significantly impact trust development. This 

finding has important practical implications: even 
technically sophisticated LLMs may struggle to 
gain user trust if their interfaces are confusing or 
interactions are cumbersome. The strong 
correlation between ease of use and trust 
underscores the importance of user-centered 

design in AI systems. 
 

Individual difference factors—self-efficacy (r = 

.287) and perceived control (r = .312)—showed 
significant but smaller relationships with trust. 
This pattern suggests that while personality and 

individual characteristics matter, users' 
evaluations of the technology itself may be more 
influential in determining trust levels. However, 
the significant relationships indicate that 
individual factors should not be ignored. Users 
who feel confident in their abilities and perceive 
control over interactions are more likely to trust 

LLMs, even after accounting for technology 
perceptions. 
 
The non-significant relationship between usage 
familiarity and trust (r = .201, p = .062) was 
unexpected. The positive direction and near-

significant p-value suggest a trend that might 
achieve significance with larger samples. 
Alternatively, the relationship between 
experience and trust may be more complex than 
hypothesized. It is possible that usage familiarity 
has non-linear effects, with trust initially 
increasing but then decreasing as users 

encounter more system errors, or that the quality 
of experience matters more than quantity of 
exposure. 

 
Theoretical Implications 
Framework Validation: The strong empirical 
support for the ATM Framework establishes it as 

a robust theoretical model for understanding LLM 
trust. The 80% hypothesis confirmation rate 

provides confidence in the framework's core 
propositions while identifying areas for 
refinement. The framework successfully 
integrates constructs from multiple theoretical 

traditions—automation trust, technology 
acceptance, and individual differences—into a 
coherent model for LLM contexts. 
 
Extension of TAM to Advanced AI: The 
prominence of perceived usefulness and ease of 
use extends TAM's applicability to sophisticated 

AI systems. This finding suggests that despite 
LLMs' advanced capabilities including natural 
language understanding and generation, 
fundamental usability principles remain critical for 

user acceptance. The large effect size for 
perceived usefulness indicates that 
demonstrating practical value is paramount for 

building trust in LLM systems, consistent with 
TAM's original propositions. 
 
Trust Dimensionality: The validation of the five-
factor trust structure (reliability, competence, 
understandability, faith, attachment) confirms 

that trust in LLMs is multidimensional rather than 
unitary. Notably, understandability scored 
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highest among trust dimensions (M = 3.16), while 

faith scored lowest (M = 2.31). This pattern 
suggests users appreciate LLM capabilities and 
find them relatively transparent, but remain 

appropriately cautious about autonomous 
decision-making without human verification. This 
represents healthy skepticism rather than blanket 
distrust. 

 
Role of Individual Differences: The significant 
relationships between self-efficacy, perceived 

control, and trust support the inclusion of 
individual difference factors in AI trust models. 
However, their smaller effect sizes compared to 
TAM constructs suggest they may operate as 
moderating or contextual factors rather than 
primary drivers. Future research should examine 

whether individual differences become more 
important for specific user populations (e.g., 
those with limited technology experience) or 
specific contexts (e.g., high-stakes applications). 
 
Trust Calibration: The moderate overall trust 
levels (M = 2.72 on a 1-5 scale) may represent 

appropriate calibration given current LLM 
capabilities and limitations. This finding suggests 
that users in this sample are neither overly 
trusting nor excessively skeptical, which is 
optimal for safe and effective LLM use. The 
pattern of high understandability but low faith 
particularly suggests calibrated trust—users 

understand what LLMs can do but wisely maintain 
human oversight. 

 
Practical Implications 
System Design Priorities: The strong relationship 
between perceived usefulness and trust suggests 

that LLM developers should prioritize clear 
communication of system capabilities and 
appropriate use cases. Systems should be 
designed to make their value proposition explicit 
and obvious to users. This might include providing 
concrete examples of successful applications, 
clear guidance on when to use LLMs versus other 

tools, and transparent communication about 
system limitations. Marketing and user education 
should emphasize practical benefits and 
demonstrated value. 

 
Interface Design Excellence: The importance of 
perceived ease of use indicates that intuitive 

interfaces and smooth user experiences are 
crucial for trust development. Complex or 
confusing interfaces may undermine trust 
regardless of underlying system capabilities. 
Design principles should emphasize simplicity, 
clarity, and user-friendly interaction patterns. 

Features like clear prompting guidance, easy 
result management, and straightforward controls 

may significantly impact trust formation. 

 
Building User Confidence: The relationships 
between self-efficacy, control, and trust suggest 

that user training programs focused on building 
confidence and understanding of LLM capabilities 
could enhance appropriate trust levels. Training 
should emphasize both system capabilities and 
limitations, helping users develop calibrated 
expectations. Providing users with clear 
information about how to direct and control LLM 

interactions may be particularly valuable, as 
perceived control showed significant relationships 
with trust. 
 
Organizational Implementation Strategies: 
Organizations deploying LLMs should consider 

both system characteristics (usefulness, ease of 
use) and user factors (self-efficacy, control) when 
developing implementation strategies. This might 
include providing adequate training before 
deployment, ensuring systems meet clearly 
defined user needs, designing interfaces that 
promote feelings of control and understanding, 

and establishing feedback mechanisms so users 
can report issues and suggestions. 
 
Domain Considerations: While this study 
examined general LLM trust, practitioners should 
recognize that trust may vary across application 
domains. The moderate trust levels observed 

may be appropriate for general-purpose use but 
could be too high or too low for specific contexts. 

Organizations implementing LLMs in high-stakes 
domains (healthcare, legal, financial) should 
emphasize limitations and verification 
procedures, while those using LLMs for low-stakes 

applications (creative brainstorming, draft 
generation) might focus more on encouraging 
exploration and experimentation. 
 
Limitations and Future Research Directions 
Several limitations should be acknowledged when 
interpreting these findings. 

 
Sample Limitations: The sample was heavily 
skewed toward young (74.5% aged 18-34), male 
(74.5%), and educated participants (63.9% 

bachelor's degree or higher). This demographic 
profile likely reflects early adopter characteristics 
but limits generalizability to other populations. 

Older adults, individuals with lower educational 
attainment, and women are underrepresented. 
Future research with demographically diverse 
samples is essential to understand whether the 
ATM Framework applies equally across 
populations or whether certain factors become 

more or less important for different groups. 
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Cross-Sectional Design: The correlational nature 

of the data prevents causal inferences. While the 
relationships are consistent with the theoretical 
framework proposing that predictors influence 

trust, alternative causal orderings are possible. 
For example, trust in LLMs might influence 
perceived usefulness rather than vice versa. 
Experimental studies manipulating trust-relevant 
factors (e.g., system transparency, control 
mechanisms, usefulness demonstrations) would 
help establish causal relationships. Longitudinal 

research would be particularly valuable for 
understanding how trust develops over time and 
how the relative importance of different 
predictors changes with experience. 
 
Self-Report Measures: All measures relied on self-

report, which may be subject to response biases, 
social desirability effects, and shared method 
variance. Common method bias could inflate 
correlations among variables. Future research 
should incorporate behavioral measures of trust 
(e.g., reliance decisions in scenarios where LLM 
outputs conflict with other information sources) 

and actual usage patterns (e.g., frequency of 
verification behaviors, willingness to use LLM 
outputs in consequential decisions) to 
complement self-report assessments. 
 
Measurement Validation: While the adapted 
scales demonstrated good internal consistency, 

we did not conduct formal exploratory or 
confirmatory factor analyses to validate the factor 

structure in the LLM context. Given that several 
measures were adapted from other domains, 
future research should conduct comprehensive 
psychometric validation including EFA and CFA to 

ensure the measures appropriately capture 
intended constructs in LLM contexts. 
 
Limited Control Variables: We did not include 
control variables in the primary analyses. While 
demographic patterns were examined 
descriptively, future research should employ 

regression analyses controlling for relevant 
variables such as prior technology experience, 
educational background, and domain expertise. 
This would provide clearer understanding of the 

unique contribution of each predictor. 
 
Single Institution and Context: Data collection 

from a single institution may introduce systematic 
biases related to institutional culture, access to 
technology, or participant characteristics. Multi-
site studies across different organizational 
contexts (educational, corporate, healthcare) 
would enhance generalizability. 

 
Temporal Considerations: Trust in rapidly 

evolving AI systems may change quickly as 

systems improve and user experience 
accumulates. These findings represent a snapshot 
from May 2025 and may not reflect longer-term 

trust development or responses to system 
updates. The non-significant relationship between 
usage familiarity and trust might reflect the 
newness of these technologies and could change 
as users gain more extensive experience. 
 
Domain Specificity: The study examined general 

trust in LLMs rather than domain-specific trust. 
Trust may vary significantly depending on the 
task (creative writing vs. factual research) or 
domain (personal use vs. professional use, low-
stakes vs. high-stakes decisions). Future 
research should examine whether the ATM 

Framework applies equally across contexts or 
whether certain predictors become more 
important in specific domains. 

 
Future Research Directions 
Building on these limitations, we propose several 
directions for future research: 

 
Longitudinal Studies: Track trust development 
over extended periods to understand how 
experience with LLMs influences trust trajectories 
and whether the relative importance of different 
predictors changes over time. 
 

Experimental Designs: Conduct controlled 
experiments manipulating trust-relevant factors 

to establish causal relationships and test 
interventions designed to build appropriate trust. 
 
Diverse Populations: Recruit demographically 

diverse samples, particularly including older 
adults, individuals with lower educational levels, 
and participants from different cultural 
backgrounds and occupations. 
 
Behavioral Validation: Incorporate objective 
measures of trust behavior, such as reliance 

decisions in controlled scenarios, information 
verification behaviors, and actual usage patterns 
in naturalistic settings. 
 

Trust Calibration Research: Investigate 
optimal trust levels relative to actual system 
capabilities in different contexts and study the 

consequences of over-trust and under-trust in 
various domains. 
 
Domain-Specific Research: Examine how trust 
varies across different use contexts (education, 
healthcare, creative work, business) and develop 

context-specific guidance for appropriate trust 
calibration. 
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Intervention Studies: Test interventions 
designed to build appropriate trust, such as 
transparency features, explanatory interfaces, 

training programs emphasizing both capabilities 
and limitations, and control-enhancing interface 
designs. 
 
Model Extensions: Explore potential 
moderators (e.g., domain expertise, task 
importance) and mediators (e.g., risk 

perceptions, outcome expectations) of the 
relationships identified in the ATM Framework. 
 

6. CONCLUSIONS 
 
This study provides substantial empirical support 

for the ATM Framework, representing an 
important milestone in AI trust research. The 
findings demonstrate that trust in LLMs is 
influenced by both technology characteristics and 
individual factors, with TAM constructs playing a 
particularly prominent role. The validation of this 
framework extends established trust and 

technology acceptance theories to contemporary 
AI contexts and provides a solid foundation for 
future research. 
 
The moderate levels of trust observed in this 
sample may represent appropriate calibration 
given current LLM capabilities and limitations. 

Users appear to be neither overly trusting nor 
excessively skeptical, suggesting a mature 

understanding of these systems' strengths and 
weaknesses. The pattern of high 
understandability but low faith particularly 
indicates healthy calibration—users understand 

what LLMs can do but wisely maintain appropriate 
oversight. 
 
The strong relationships between perceived 
usefulness, ease of use, and trust indicate that 
improving user perceptions of these factors could 
enhance trust appropriately. LLM developers 

should prioritize demonstrating practical value 
and ensuring intuitive interfaces, while 
organizations implementing LLMs should consider 
both system and user factors in their deployment 

strategies. Training programs should address 
both capabilities and limitations to foster 
calibrated trust. 

 
The success of LLMs depends not only on their 
technical capabilities but also on establishing 
appropriate human trust relationships. As these 
systems become increasingly integrated into 
various domains, understanding and fostering 

appropriate trust relationships becomes crucial 
for realizing their benefits while minimizing 

potential harms. This research provides 

actionable insights for various stakeholders and 
establishes a validated framework for continued 
investigation. 

 
Future research should build upon these findings 
by addressing the identified limitations, exploring 
trust dynamics over time, and examining trust 
across diverse populations and contexts. The 
ultimate goal should be developing 
comprehensive understanding of human-AI trust 

relationships that can guide the creation of 
beneficial, trustworthy AI systems that 
appropriately support human decision-making 
and augment human capabilities.. 
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