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Abstract  

 
As artificial intelligence (AI) models become more prevalent across all fields, streamlined development 

of these models is becoming increasingly necessary. Deploying an AI model consists of integration with 
existing systems, monitoring various metrics related to the model, and maintenance of the model to 
keep it functional and up to date. Thus, successful deployment ensures value and sustainability. The 
objective of this research is to (1) identify the best practices within the phases of deployment, (2) 
explore cost requirements as well as strategies for savings, and (3) identify priorities during deployment. 
To explore these objectives, an exploratory study using semi-structured interview paradigm was 
developed and conducted with AI professionals with a qualitative analysis performed on the resulting 

transcripts. The analysis showed that participants emphasized explainable models that were accessible 
to users. Deployment costs were highly dependent on where the model was hosted and whether the 
model was developed in house or acquired from the commercial market. Finally, priorities were 
dependent on the type of model being developed, the users it would interact with, and the data it was 
handling. Regardless of these factors, all participants highlighted the importance of explainability, 
accessibility, and cost. These factors were prioritized by participants during model deployment. 
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1. INTRODUCTION 

 
Artificial Intelligence (AI) has quickly become 
technology’s most enticing frontier. Driven by 
their ability to extract value from large volumes 
of data (Challoumis, 2024), AI tools have made 

this power more accessible across industries with 
increasing availability. However, despite its 
promises, AI implementation comes with its own 
set of challenges. One frequently cited challenge 

is rooted in the deployment of a trained model 
(Benbya, Davenport, & Pachidi, 2020; Paleyes, 
Urma, & Lawrence, 2023; Shankar, Garcia, 

Hellerstein, & Parameswaran, 2022). Even after 
successful deployments, it can be difficult to 
understand what a model needs to remain useful 
for an organization. This often requires 
monitoring and maintenance strategies that 
understand what to look for and how to respond 

effectively (Schober, 2022; Schröder & Schulz, 
2022).  
 
AI covers any time a machine tries to mimic 
human intelligence (Benbya, Davenport, & 
Pachidi, 2020), from rule-based expert systems 

to large language models. Technology in this 

category has been shown to make use of the 
copious amounts of data that are available in the 
modern world. AI demonstrates exceptional 
abilities in data analysis and augmenting human 
performance. It is able to assist with many 
repetitive workplace tasks and therefore, frees up 
people to take on more creative and innovative 

roles (Challoumis, 2024).  
 
This paper focuses on AI, as well as a particular 
subset of AI classified as machine learning (ML). 
ML has numerous types of models that can be 
trained on data to make predictions. Ashmore et 

al. (2019) highlight the main steps in the ML 
process as follows: Data management, model 

learning, model verification, and model 
deployment. While data management, model 
training, and model verification are the 
foundation of a productive, well-performing 
model, this is not the end of the ML process. No 

matter what type of model is used, the 
deployment step is crucial to its initial and 
continued success.  
 
While deployment is considered a crucial step, 

there have been a variety of approaches and 
suggestions to how this can be accomplished as 
well as the costs associated with it. This leads to 
the following research questions:  
• How should companies effectively approach 

integration, monitoring, and maintenance of 

ML models?  
• What costs are associated with implementing 

these practices and are they worth it? 
• How should companies prioritize tasks within 

deployment? 
 

2. BACKGROUND 

 
ML, a powerful subset of AI that can be leveraged 
by many, is the practice of using algorithms to 
draw predictions from data. There are different 
types of ML (e.g., supervised, unsupervised, deep 
learning), yet they all follow the same basic steps 

as outlined by Ashmore et al. (2019). The first 
step is data management, which collects the data 
the ML model will be learning from. Next, the 
model learns to make predictions based on 
available data. Once satisfied with model 
predictions, the next step is model verification, 

which involves evaluating the model’s 

performance on previously unseen data. 
 
Once these steps are complete, the final step is 
deployment. Deployment involves 3 phases: (1) 
model integration, (2) performance monitoring 
over time, and (3) regular model maintenance 
and updates with new data. This study centers on 

deployment, with each phase discussed further in 
the subsequent sections. 
 
Integration 
Integration is the process of incorporating the ML 
model (i.e., the stored predictions) into the 

system it is to be providing information for. An 
organization must consider how an ML model will 

be integrated before attempting to deploy it. Even 
a well-trained and highly accurate model is 
useless if it cannot be incorporated into existing 
infrastructure. ML practitioners will encounter 
more infrastructure issues than expected during 

this initial deployment phase (Google Developers, 
n.d.).  
 
A good first step is deciding whether the model 
will be making live predictions or producing 
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outputs that can be stored and periodically 

updated. This can guide an organization to realize 
what type of infrastructure will best fit its needs. 
Zinkevich (n.d) also notes that once an 

infrastructure has been decided on, a model 
should be deployed to test how well it integrates. 
At the time of this initial deployment, value gain 
from predictions should not be prioritized (Google 
Developers, n.d.); instead, the focus should be on 
ensuring compatibility and seamless integration. 
This initial setup may require upskilling of existing 

employees or adoption of new technology that 
can make model predictions readily available to 
the application or data scientists (Benbya, 
Davenport, & Pachidi, 2020; Challoumis, 2024). 
Because of the cost both in time and money, 
organizations need to have an effective approach 

to this phase of deployment. 
 
Monitoring 
Once a model has been integrated, the next 
phase is monitoring. A common approach to 
monitoring the model is in-house. Schröder & 
Schulz (2022) present a variety of metrics that 

may be relevant to any given ML model: 
performance, robustness, confidence, economic, 
interpretability, and ethical metrics. Among 
these, performance metrics are most commonly 
used, providing insight into the accuracy of the 
model’s predictions. The type of model and what 
it predicts will determine the performance metric 

(e.g., accuracy, precision, etc.). 
 

Monitoring model performance not only allows a 
user to see how well a model is doing, but can 
also be a strong counter to both problems related 
to drift (i.e., data and concept drift). Data drift is 

the concept that the data given to an ML model 
for it to make predictions will change over time 
(Ackerman et al., 2021). This is a very common 
occurrence within ML, as the world is ever 
changing. Concept drift is a phenomenon in which 
the performance of an ML model decreases over 
time, despite having the necessary up-to-date 

data (Schober, 2022).  
 
While data drift is more specific to what data the 
model sees during training, concept drift 

describes a scenario in which the model was 
trained with a certain target in mind, but the 
target changes. This change in target could be 

due to a sudden change in the environment, a 
change in standards, or many other reasons. 
Concept drift is countered via retraining, just as 
data drift is. To deal with concept drift, the target 
must be defined in a way that demonstrates what 
is expected of the model. By seeing data that 

captures the changes to the desired outcome, the 
model can learn what predictions will be accurate 

for this new target (Schober, 2022). Thus, one 

area that needs to be explored is how 
practitioners approach drift across different 
domains. 

 
Beyond the detection and prevention of drift, 
monitoring also has other utilities. Keeping track 
of how quickly a model’s performance degrades 
can enlighten ML practitioners to how often a 
model should be retrained, allowing for the 
creation of scheduled retraining. Keeping track of 

metrics that are important to an organization can 
also catch any mistakes a model may be 
producing before it goes live and has these errors 
reported by users. Even if a model appears to be 
performing correctly in its accuracy checks, an 
ethics check may reveal a bias that would damage 

the organization's reputation if customers were to 
see this.  
 
Maintaining and Updating 
Over time models can degrade (Patel, 2025), thus 
strategies to maintain or update a model must be 
considered. To update a model, two approaches 

are widely used: scheduled regular retraining and 
continual learning (Paleyes, Urma, & Lawrence, 
2023). Scheduled retraining decides on a fixed 
amount of time between retraining the model 
with the latest data. This schedule should balance 
training frequency (enough to mitigate 
performance loss due to drift) and resource usage 

so that the retraining does not consume more 
resources than necessary.  

 
Continual learning, by contrast, updates the 
model as it gets new data in. Many recommender 
systems use continual learning, as things change 

frequently with new data availability (Lee & Lee, 
2020). The task an ML model is designed for will 
guide which type of updating it will work best 
with.  
 
Cost 
The value AI/ML provides can be very alluring, 

but it comes at a cost. There are many expenses 
that are outside the scope of this paper (e.g., data 
acquisition and storage, initial model training, 
personnel hours, etc.). The estimated cost of 

developing and implementing an AI/ML solution 
varies greatly from $10,000 to $1,000,000 
(Shashkina, 2025). This large variation in price is 

largely chalked up to the complexity of the model 
and how long a company is willing to spend in the 
exploration phase.  
 
Organizations have the choice to buy 
commercially available products or create their 

own models. There is also the decision of where 
to host, train, and update their ML model, either 
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locally or via a cloud service. Each approach 

comes with benefits and issues, especially across 
the three phases of deployment. 
 

Monitoring how much a model is costing is a wise 
and responsible step to take. If the ML model is 
being housed in a cloud vendor such as AWS or 
GCP, budgets can be set. These types of services 
usually provide a way to keep track of spending 
and offer automatic alerts. If the model is being 
housed on-site, metrics to keep track of compute 

time and other associated costs can be set up 
(Schröder & Schulz, 2022).  
 
Deployment Best Practices and Priorities  
Because of the vast differences discussed in the 
phases and costs associated with deployment, the 

goal of our study is to help develop the best 
practices and priorities that impact the cost and 
effectiveness of organizational AI/ML. Without 
proper implementation, anything the model 
provides becomes inaccessible and useless. 
Without proper monitoring, problems will go 
unnoticed, and the value provided by the model 

will begin to decline. By knowing what leads to 
smooth deployment operations, effective and 
enduring AI models can be incorporated 
anywhere. 
 

3. METHODOLOGY 
 

To address the research questions, a qualitative 
interview approach was used. Because of the 

challenges to capture the knowledge of experts in 
complex domains (i.e., AI) (Vasileiou, et al., 
2018), the decision was made to focus on depth 
and conceptual understanding of the process by 

targeting specific roles (e.g., machine learning 
engineers) that may lead to more detailed and 
context-specific insights as opposed to 
interviewing everyone involved in AI (Turner & 
Hagstrom-Schmidt, 2022). Thus, the study 
focused on extensive interviews with 3 expert 
participants in the field with varying backgrounds 

and industries to provide diverse insights. Prior 
research has found that when participants are 
selected based on a high degree of expertise and 
role similarity, thematic saturation (i.e., 

identification of most major themes) may occur 
with as few as 3 interviews, especially when the 
topic is narrowly focused (Guest et al., 2006). 

 
Participants 
Participants were AI professionals with the 
responsibility of deploying AI/ML models. 
Participant 1 (P1) holds a managerial role with 3 
years of AI experience, overseeing AI projects 

and a team of software engineers. Participant 2 
(P2) is a data scientist with 2 years of professional 

AI experience. Participant 3 (P3) is an AI architect 

with 1 year of professional AI experience. All 
participants have directly contributed to the 
deployment of at least 2 AI projects.  

 
Protocol 
Interviews were conducted in a semi-structured 
fashion. Interview questions were constructed 
based on the research questions and best 
practices (i.e., open-ended, neutral, and clear 
(McNamara, n.d.; Turner & Hagstrom-Schmidt, 

2022). The list of interview questions can be 
found in Appendix A. Interviews were conducted 
via Zoom, with an interaction time of 30-60 
minutes. Conversations were not recorded for the 
privacy of the individual, but full transcriptions 
were collected and stored for analysis. 

Transcriptions were redacted of personally 
identifiable information and stored securely. This 
is based on similar interview paradigms 
implemented in past research (Shankar et al., 
2022). 
 
Analysis 

The standard for qualitative research analysis is 
transcript coding (i.e., qualitative content 
analysis) (Shankar et al., 2022). This practice 
extracts common themes across 
interviews. MaxQDA, a commonly used 
qualitative data analysis software, was employed 
in this study. Deidentified transcripts recorded 

from Zoom were imported into the software. 
Coding passes were then performed on each 

transcript using a top-down approach. 8 codes 
were derived from the research questions and 
literature and applied to relevant segments within 
each interview. A list of codes can be found in 

Table 1. In total, 139 segments across the 3 
interviews were given codes. Common themes, 
unique approaches, and surprising contrasts are 
presented in the following section. 
 

Codes Segments % 

Cost 39 28.06 

Priorities 24 17.27 

Maintenance 18 12.95 

Monitoring 18 12.95 

Integration 16 11.51 

Demographic 10 7.19 

AI process 8 5.76 

Strategy & Governance 6 4.32 

Table 1. Qualitative Content Analysis Codes 
 

4. RESULTS & DISCUSSION 
 
In this section, the results of the qualitative 
content analysis are presented and discussed. 
First, best practices related to the phases of 
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deployment are covered. Next, cost 

considerations and management strategies are 
discussed. Finally, we elaborate on what should 
be prioritized when looking to deploy AI/ML 

models.  
 
Integration 
The goal of integration is to make the AI/ML 
model or its outputs accessible to users. In the 
case of an AI chatbot, this would be making sure 
users are able to speak with it, whereas for a 

sales forecasting ML model, this would be making 
sure the predictions can be seen by the 
stakeholders to make relevant business 
decisions.  
 
Participants identified integration as a critical first 

step in AI/ML deployment. Participants 
specifically focused on the explainability of the 
models, which refers to the ability to understand 
how a model generates its outputs. It did not 
matter if an interviewee was referring to a pre-
trained AI chat model or an in-house trained ML 
prediction model; understanding how an output 

was reached was always cited as an important 
factor.  
 
“You don't really want to focus in on one variable 
when you're explaining the model, you kind of 
want to tell a story about all the significant 
variables at once.” P2 

 
P2 continued to describe how understanding a 

model’s thought process can easily translate into 
providing logical, data-driven justifications for 
model outputs that domain experts can 
understand and agree with. In this case, ML 

models are strong tools for pattern recognition to 
assist human judgment. P2 also valued 
explainability above model performance, 
indicating that performance can be increased if 
the model can be explained, but a model that 
cannot be explained will be much more difficult to 
improve. This sentiment concerning explainability 

was echoed by the other participants. P1 cited 
tools like LangGraph and LangSmith for their 
ability to demystify a model’s chain of reasoning. 
Being able to see where things went wrong allows 

the developers to adjust that parameter in a way 
that steers the model toward the desired 
outcome.  

 
P2 was the only participant to talk about security. 
This is an important factor to consider, especially 
during integration. This is the phase where a 
model is about to be accessible to more than just 
the data scientists. Many AI/ML projects deal with 

potentially sensitive data. The handling of the 
data being fed to the model must be secure, and 

the outputs of the model must also be secure. 

Secure practices should be implemented every 
step of the way, including during deployment.   
 

Other best practices mentioned by the 
participants included combining models to make 
an ensemble model to increase decision 
confidence and performing stress testing to 
evaluate system resilience under expected 
amount of traffic during integration.  
 

Monitoring 
As previously mentioned, performance is a metric 
that predictive models use to know how well they 
are doing their task. While this has been cited in 
previous research as the most important due to 
its direct link to the model’s value, participants in 

our study claim that explainability metrics are 
even more important. Knowing how a model 
arrives at its final output allows data scientists to 
give raw data to support correct decisions, as well 
as debug incorrect decisions.  
 
Other features that are directly tracked include: 

how long users interact with chatbot AI models, 
latency of model response, token usage, and cost. 
For indirect monitoring, P1 explains an interesting 
process in which an AI model is integrated; users 
provide feedback on their experience with it, then 
the development team recruits a separate AI 
model to perform sentiment analysis on user 

feedback. This allows a way to quickly get a 
feeling for what is and is not meeting users' 

expectations, allowing for rapid fixes that satisfy 
people who use the AI model. P3 mentions that 
they track what users are engaging with their AI 
chatbot model for. This is done to identify any 

common tasks that users may frequently ask the 
model to perform. Once those are identified, the 
model can be tuned to handle those common 
tasks more efficiently, decreasing compute costs. 
 
Maintenance 
Maintenance covers the steps needed to keep a 

model working properly, up-to-date, and 
expanding functionality. Just like all technology, 
new pre-trained, commercially available models 
are regularly being released. Participants stated 

that they did not always immediately update to 
the latest model. Instead, they evaluate if the 
increase in performance is worth the increase in 

price. If not, they continue to use the slightly 
older model that is still providing satisfactory 
performance. Conversely, it was also mentioned 
that money can potentially be saved by updating 
to the latest model if the performance and cost 
differences of a new model warrant the switch.  

 
P1 also mentioned the usage of an “automated 
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control test suite”. This is an automated test for 

a group of use cases for which the model should 
provide accurate results every time. It is used any 
time an update is made to ensure that basic 

functionality has not been broken.  
 
For in-house models, participants mentioned that 
models should be retrained regularly to avoid any 
type of drift, with retraining dependent on the 
task being performed. P2 gave the example of a 
model that is used to assist in stock trading, 

which should be updated daily, at a minimum. 
This could be juxtaposed to a model that is used 
for annual sales forecasting, which may only need 
to be retrained once per quarter. P2 also 
discussed backtesting for model updates. This 
process trains a model on historical data. The 

model is then tested on more historical data so its 
performance can be immediately evaluated. This 
is useful in maintenance because it would be bad 
if an updated model were integrated but then 
performed worse than its previous iteration.  
 
Backtesting is a way to vet an updated model 

before presenting it to end users. P3 indicated 
that the models they built did not yet have a need 
for maintenance. The models were all under 3 
months old and used for tasks where new data 
was not greatly different than old data. This 
should factor into developing a maintenance 
strategy.  

 
Deployment Best Practices Summary 

Based upon the interviews conducted, the 
following summarizes the results across the 
phases of deployment. Organizations should 
approach integration, monitoring, and 

maintenance of models by focusing on 
accessibility, explainability, and security, while 
tailoring strategies to specific use cases.  
 
Explainability should be prioritized during 
integration to help stakeholders understand and 
trust the decisions generated by the models. 

Security during integration safeguards sensitive 
data, while advanced practices like ensemble 
modeling and stress testing improve reliability. 
Monitoring tracks many different aspects, such as 

performance metrics, user feedback, and 
engagement patterns, to refine models and 
optimize their functionality.  

 
Explainability, again, plays a key role in 
debugging and decision-making, surpassing the 
importance of performance alone. Maintenance 
strategies should involve regular retraining to 
prevent drift, automated testing to verify 

functionality, and cost-effective evaluation of 
updates to pre-trained models. By adopting these 

approaches, companies can ensure that their AI 

models remain valuable decision-making tools. 
 
Cost 

Cost is one of the main factors that a business will 
consider when using AI models. The interview 
participants had very diverse approaches to 
powering their companies with AI, leading to very 
different allocations of resources. The two factors 
that determined where money was focused the 
most were the origin of the model and how the 

model was hosted.  
 
Models can originate from within the company or 
be acquired from an outside vendor (i.e., build vs. 
buy). P1 uses pre-trained, commercially available 
LLM models that can be tuned and adjusted to the 

specific task they require. The main justification 
for choosing to buy instead of build was that the 
AI landscape is changing at a pace that is very 
difficult to keep up with: 
 
“We're subject to the leapfrog effect, right? So, 
by the time you have invested the time and 

resources to train a model, the commercially 
available models have already bypassed you … 
again and again, we've seen that happen and 
we've seen competitors try [to keep up with] that 
and then fall short.” P1 
 
Using commercially available models was 

described as “pay as you go”. Cost scales with 
token usage, latency/speed of response, and 

amount of data transferred. One benefit of this 
approach is that most of the cost is upfront. Once 
the model has been paid for, monitoring and 
maintenance are inexpensive, as they are 

provided by the vendor. 
 
Another benefit of buying a commercially 
available model is that it is ready for production 
much sooner. Many commercial models have out-
of-the-box capabilities, providing value as soon 
as they are purchased. This trade-off of high up-

front cost with immediate usage vs the lower 
costs but slower time to market of models built 
in-house is one to consider. Opting to buy 
commercially available models appears to be 

worth considering if the business plans for scaling 
up in size over time would benefit from having the 
most recent models available, or if immediate 

responses are necessary.  
 
In contrast, P2 chose to build models in-house 
instead of buying commercially available models. 
Importantly, these in-house models were 
predictive ML models, not LLMs like those used by 

P1. P2 claims that integration is cheaper, while 
maintenance is more expensive. This is in direct 
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contrast to P1, who said their greatest expense 

was in integration, and maintenance was not very 
costly. Since P2 does model retraining using cloud 
computing, the computing cost must be paid 

every time a model is updated.  
 
P3 has an entirely different experience with cost, 
as they buy hardware, completely avoiding cloud 
computing costs. There is a cost in acquiring the 
hardware which must be covered every time the 
organization scales up by adding a new AI 

project. However, by training and maintaining 
their models locally, they do not have to pay 
every single time they want to update their 
models. This approach is best suited for those 
who can acquire hardware cheaply or who do not 
plan to have a vast amount of AI products in their 

organization.  
 
Participants suggested an artful balance must be 
struck between processing power and time. This 
is especially true for those who decide to use 
cloud computing to power their AI models. Better 
processing can complete tasks in a shorter 

amount of time, at the cost of a higher rate. If 
time is not a critical factor, less powerful 
processing can be used, resulting in a cheaper 
rate, but increased time to complete the task.  
 
Participants also mentioned multiple tradeoffs 
where there was potential to save money. P1 

leverages batch jobs to save money when time is 
not a critical factor. Thus, if you can pay over 

time, you do not need to spend as much money. 
Another option to consider is looking for open-
source software. As the AI landscape develops 
daily, more and more solutions are becoming 

available. P1 cited this as a strategy that is 
considered when possible and reported that 
money was saved when these solutions were 
employed.  
 
 

 P1 P2 P3 

Model 
origin 

Commer
cial 

In house In house 

Hosted Cloud Cloud Local 

Most 

expensive 
phase 

Integra-

tion 

Mainte-

nance 

Integra-

tion 

Table 2. Participant Experience & Cost 
 
Priorities 
There are many variables to consider when 

looking to implement an AI project. The first to 
consider is whether the model will be built in-
house or outsourced via a commercially available 
model. Important factors to consider when 

making this decision include current availability of 

resources, the pacing of the development team, 
and how important accessibility is.  
 

As previously mentioned, using commercially 
available models incurs greater cost up front. If 
this can be afforded, paying for a commercially 
available model is a viable route. It has also been 
mentioned that the AI world is constantly 
evolving, making it difficult to keep up with. If the 
business must be using the most advanced, 

cutting-edge AI models, they will either need to 
have a team to support this rapid development 
cycle or turn to commercially available models. 
The availability of models is a unique problem 
that was only mentioned by P3. This interviewee 
works in a remote, rural area where natural 

disasters frequently cut off communication to the 
outside world. Since some of the models built 
here provide important information, cloud hosting 
was not an option. This is an important reminder 
that any models that have outputs or interactions 
with critical systems must be available and not 
reliant on the cloud. 

 
There are some common goals for models, 
regardless of the domain or particular use case 
they are applied to. These include successful 
integration, explainability, alignment with 
business goals, and security. Integration has 
been covered extensively, but the importance of 

users being able to interact with the model or its 
outputs cannot be understated. Explainability has 

also been discussed in depth, as participants 
highlighted it as the most important factor of a 
deployed model. To have an explainable model 
means that undesired outputs can be traced to 

the point of failure and subsequently adjusted.  
 
Furthermore, if a model’s steps can be traced, 
that can be translated into valuable information 
that non-technical members can benefit from 
hearing. From here, priorities become domain-
specific. If a model is going to be interacting with 

customers, latency must be considered, as they 
do not tolerate slow response times, according to 
participants. Alternatively, if a model is only going 
to be used internally, response speed may not be 

as great a concern.  
 
The domain in which the model will be operating 

also provides context for maintenance. This was 
a difference observed between two of the 
interviewees. P1 had a customer-facing model 
that needed to be kept up to date. In contrast, P3 
had internal models that did not work with data 
that changed frequently. This led P1 to prioritize 

maintenance more than P3, who said, “Model drift 
is not a … concern for us currently.” They 
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continued to explain that due to the invariability 

over time of their data, there is not much 
pressure to regularly retrain or update models. 
 

Security is a concern that must be addressed at 
every phase of a model’s life. participants briefly 
mentioned security, mostly related to ensuring 
the data is only accessible to the necessary 
parties. Security must also be checked to ensure 
that the model is not able to communicate any 
sensitive information to people who should not 

have access to it.  
 
Automation is an important part of AI models, as 
it saves a lot of time and keeps things up to date. 
When first releasing a model, automation does 
not have to be a priority, as the model will still 

serve its purpose without automatic updates. 
Participants described how this practice is not 
vital for release, but will quickly become 
important, as the model’s lifecycle continues. 
 
With these priorities considered, a strategy can 
be devised that will promote initial success and 

provide steps for a model to have a long, 
sustainable life. Some priorities are dependent on 
what domain the model is operating in, such as 
latency, which is important for customer-facing 
models. However, successful integration and 
being able to explain how a model got to its 
output are steps that are crucial for success, 

regardless of the operating domain. 
 

5. CONCLUSION 
 
In this study, results were presented from a semi-
structured interview of AI deployment 

practitioners. Findings suggest is paramount, 
while monitoring and maintenance are later, yet 
still important concerns. Costs within deployment 
were dependent on whether a model was built in-
house or by a commercial vendor. In-house 
models result in a slow increase in price when 
hosted via a cloud provider, as maintenance and 

updating incur compute costs. Commercially 
available models have the bulk of the cost 
upfront, as maintenance and updating are 
handled by the provider. Priorities for any type of 

model revolved around accessibility, 
explainability, and cost.  
 

Overall, the study provides valuable insights into 
the practical aspects of AI/ML deployment and 
identifies approaches for organizations looking to 
implement these technologies effectively. The 
findings contribute to the existing literature by 
providing a detailed analysis of real-world 

experiences and challenges faced by AI/ML 
professionals. 

6. FUTURE WORK AND LIMITATIONS 

 
Future work could build on this work by 
examining the power of explainability and 

researching strategies to ensure this is achieved. 
This study was limited to a small sample size. 
Future studies could expand on these ideas across 
multiple industries. A broader scope could be 
used to reinforce the findings presented. 
 
A framework for necessary and highly important 

steps and decisions within deployment could be 
developed. Part of this framework could include 
AI auditing, which involves reviewing algorithms 
for fairness, compliance, accountability, etc. 
While this topic was beyond the scope of this 
study, it should be researched and considered in 

a responsible deployment framework. 
 
Security could be researched as it relates to the 
steps of deployment, with secure practices laid 
out for practitioners. Security may also fit into the 
previously mentioned potential concerns about 
using commercially available models. If sensitive 

data must be communicated to third-party 
vendors, there could be potential for 
vulnerabilities to arise. 
 
This study was limited to interviews of the 
experiences of a few people. Future research 
could take a quantitative approach, especially 

when examining cost. This could incorporate the 
data of a great number of individuals and report 

concrete numbers. By addressing these areas, 
future research can further enhance our 
understanding of AI/ML deployment and 
contribute to the development of more effective 

and sustainable AI solutions. 
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APPENDIX A.  

Semi-Structured Interview Questions 

 
1. What type of AI do you use? 

2. Can you give a general overview of your AI process from conception to deployment? (A, B) 
3. How do you implement model predictions into your system? (A) 
4. Do you track any aspects of your AI after it has been deployed? (A) 

a. What metrics do you use to monitor each aspect? (A) 
5. Do you update your AI? If so, how? (A) 

a. What prompts the need for an update? (A, B) 
6. Have you used any techniques that ended up being a waste of resources in hindsight? (A, B, C) 

7. Were there any practices/tools/strategies that were costly to implement (C), but worth the 
spending in the long run? (A, B, C) 

8. Could the model be live in production without one or more of these steps? (A, B, C) 
a. Would you see the same amount of value if those steps were skipped?  

9. What are the priorities when deploying an AI model? (B) 
 

 

 


