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Abstract  
 
Artificial Intelligence (AI) is reshaping the landscape of educational environments, presenting new 
opportunities for personalized learning, increased efficiency, and improved equity. However, the swift 
integration of AI into classroom settings has exposed significant gaps in research and practice. This 
article synthesizes the literature to identify these persistent gaps and introduces a comprehensive five-

pillar framework aimed at effectively addressing them. The framework emphasizes the importance of 
equity, ethics, teacher agency, and student empowerment in AI implementation within educational 
contexts. Central to this approach is a commitment to interdisciplinary collaboration that includes 
educators, policymakers, and community stakeholders, enabling the development and deployment of 

AI tools that are socially responsible and ethically sound. This article offers detailed recommendations 
for advancing the responsible integration of AI in education, ensuring that these technologies contribute 
positively to learning outcomes for all students, particularly those from marginalized backgrounds. By 

shifting the focus from mere identification of issues to actionable solutions, the proposed framework 
seeks to foster an environment of continuous improvement in educational practices and outcomes, thus 
maximizing the potential of AI to support diverse learners effectively. 
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1. INTRODUCTION 

 
AI-powered technologies are shifting from 
experimental projects to integral components of 
everyday classrooms. They influence instruction, 
assessment, and administration, raising critical 

questions about their pedagogical, ethical, and 
societal ramifications. Teachers and researchers 
must not only harness AI’s potential but also 
proactively mitigate risks like bias, inequity, and 

diminished teacher agency. Despite abundant 
rhetoric about AI closing achievement gaps, 
evidence reveals ongoing risks, especially 

regarding bias and the creation of new exclusions  
(Holmes et al., 2023; Luckin, Holmes, 2022). 
Amid these developments, a holistic framework is 
urgently needed to shift the educational AI 
research community from gap identification to 
effective problem-solving. Such a comprehensive 

approach would not only facilitate the recognition 
of existing challenges but also provide structured 
methodologies for addressing them. By 
transitioning from merely pinpointing what is 
lacking in current systems to actively generating 
and implementing concrete solutions, this 

framework would encourage collaboration, 

innovation, and measurable progress within the 
field. This shift is essential to ensure that 
educational AI research can effectively support 
learners, educators, and institutions in adapting 
to the rapidly changing landscape of technology-
enhanced education. 
 

2. IDENTIFICATION AND PERSISTENT 
RESEARCH GAPS 

 
AI now automates assessment, adapts learning, 
allocates resources, and enhances student 
creativity. Adaptive programs and smart tutoring 

systems promise tailored support, especially for 
struggling students (Zawacki-Richter et al., 2019; 

Chen et al., 2022). Yet, analyses and policy 
reviews uncover persistent and interlinked gaps 
such as diversity and inclusion, professional 
development, ethical concerns, dynamic and 
responsive curricula, and AI literacy shown 

below: 
 
Diversity and inclusion 
While AI has broadened educational access and 
personalization, there is limited evidence that it 

narrows equity gaps for marginalized or under-
resourced groups. Although artificial intelligence 
technologies are often hailed for their capacity to 
revolutionize learning by making high-quality 
resources and adaptive instruction more widely 
available, these benefits are not always equitably 

distributed. Most algorithms are not tuned to local 
cultural and linguistic diversity, risking new forms 
of exclusion and amplifying existing disparities 
(Schiff, 2021; Holmes et al., 2023). This means 

that many AI-driven educational tools can 
inadvertently reinforce structural inequalities, as 
they may overlook the specific needs, contexts, 

or backgrounds of the students they aim to serve. 
As a result, rather than serving as a great 
equalizer, AI could unintentionally widen gaps for 
learners from historically marginalized or 
underserved communities, unless deliberate 
efforts are made to address these biases and 

tailor solutions to diverse populations. 
 
Professional development 
The pace of adoption of educational technologies 
and innovative pedagogical tools far exceeds the 
current availability of robust, adaptive, and 

ongoing professional learning opportunities 

designed specifically for teachers. This growing 
gap places significant pressure on educators, who 
must rapidly adapt to new systems without 
sufficient structured support. Existing 
competency models, such as UNESCO’s AI 
Competency Framework, while comprehensive in 
scope, remain significantly underutilized across 

many educational contexts. These frameworks 
often do not sufficiently address or reflect the 
diverse professional development requirements 
and backgrounds of teachers, making it 
challenging for educators from various disciplines 
and experience levels to reap their full benefits 

(Zhou et al., 2022; Dillenbourg, 2023). As a 
result, there is a pressing need to develop and 

disseminate more tailored, flexible, and 
accessible professional development solutions 
that can empower teachers to keep pace with 
technological advancements and the evolving 
demands of the educational landscape. 

 
Ethical concerns 
Persistent questions and unresolved debates 
continue in areas such as algorithmic bias within 
AI tools, the privacy and safeguarding of student 
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data, and the establishment of clear, transparent 

frameworks for the governance of AI systems in 
education. These ethical considerations demand 
scrutiny and ongoing oversight to foster trust and 

accountability among stakeholders (Jobin et al., 
2019; Selwyn, 2023).  
Despite widespread consensus among 
policymakers, educators, and researchers on the 
crucial importance of transparency and 
explainability in the use of educational 
technologies, the majority of existing ethical 

guidelines still fail to evolve into concrete, 
actionable steps that can be practically 
implemented in everyday school environments. 
Furthermore, these guidelines often lack 
accessible frameworks or models that teachers, 
students, and families can easily understand and 

apply in real-world educational contexts, leaving 
a significant gap between high-level ethical 
intentions and their effective translation into 
practice (Jobin et al., 2019; Selwyn, 2023). 
 
Dynamic and responsive curricula 
AI-driven tools often focus on test scores and 

skills mastery over real-time, project-based, or 
creative learning. Many of these systems are 
designed to measure student performance 
through standardized assessments, focusing 
primarily on whether students can recall and 
apply specific knowledge or complete isolated 
skill-based tasks. As a result, these tools may 

overlook important aspects of learning, such as 
critical thinking, collaboration, innovation, and 

problem-solving in novel contexts. Few systems 
support dynamic curriculum adaptation linked to 
authentic real-world problems, such as using 
current events or community-based challenges to 

guide instructional content and learning 
strategies. This gap highlights a significant 
limitation in the ability of AI technologies to foster 
holistic educational experiences that mirror the 
complexities and demands of the world outside 
the classroom (Luckin & Holmes, 2022; Baker & 
Hawn, 2021). 

 
AI literacy 
Most initiatives emphasize technical proficiency 
while neglecting critical, interpretive, and 

participatory competencies (AI literacy, ethical 
reasoning, and student involvement in the design 
and evaluation of AI tools) (Holmes et al., 2023; 

Ng et al., 2022). While there is considerable 
attention given to teaching students how to use 
and understand the mechanics of artificial 
intelligence technologies, less focus is directed 
towards cultivating students’ abilities to critically 
assess the broader social, ethical, and cultural 

implications of AI. In addition, many of these 
programs overlook the importance of engaging 

students as active contributors in both the design 

and evaluation stages of AI tool development, 
which is essential for ensuring that emerging 
technologies are relevant, inclusive, and ethically 

grounded. Therefore, a more holistic approach 
would encompass technical skills alongside 
explicit instruction and opportunities for students. 

 
3. HOLISTIC FRAMEWORK FOR 
ADDRESSING RESEARCH GAPS 

 

Presented below is a cohesive five-pillar 
framework aimed at systematically addressing 
the ongoing and complex gaps in both research 
and practice within AI-driven classrooms. This 
framework synthesizes foundational and 
contemporary insights from the literature and 

incorporates a range of perspectives to establish 
a solid base for advancing future research, 
informing policy development, and guiding 
practical implementation in educational settings 
that utilize artificial intelligence. 
 
Pillar I: AI design 

Actively engage a diverse group of stakeholders, 
including teachers, students, families, and 
members of the local community, in both the 
initial design and subsequent evaluation process. 
By involving these groups at each stage, the 
initiative can better address the unique needs, 
perspectives, and cultural nuances present within 

the local context, ensuring that solutions are not 
only relevant but also sustainable and widely 

accepted (Ng et al., 2022). Additionally, establish 
a routine and recurring process of conducting 
thorough equity audits. These audits should 
systematically assess, identify, and address any 

forms of inequitable impact or unintended 
negative consequences. By revisiting practices 
and outcomes regularly, interventions can be 
adjusted and improved to promote fairness and 
inclusivity, ensuring that no group is 
disproportionately disadvantaged (Selwyn, 
2023). Proactively incorporate principles of 

accessibility and inclusiveness from the very start 
of development. This approach seeks to eliminate 
barriers to participation and learning by 
considering the full range of potential users’ 

needs, regardless of ability, language, or 
background, thereby fostering an environment 
where learning opportunities are genuinely 

accessible and meaningful to everyone involved 
(Rose & Meyer, 2022). 
 
Pillar II: Professional development 
Provide flexible professional development that 
evolves with teachers’ needs by offering a range 

of workshops, mentorship programs, and on-
demand resources tailored for various experience 



2025 Proceedings of the ISCAP Conference   ISSN: 2473-4901 
Louisville, KY  v11 n6408 

©2025 ISCAP (Information Systems and Computing Academic Professionals) Page 4 
https://iscap.us/proceedings/ 

levels and subject areas, ensuring continuous 

growth and adaptability in response to classroom 
challenges and educational trends (Zhou et al., 
2022).  Foster professional learning communities 

focused on shared practice by encouraging the 
formation of collaborative groups where 
educators regularly engage in reflective 
discussions, share resources, observe each 
other’s teaching, and participate in joint problem-
solving, thus building a culture of continuous 
improvement and mutual support among staff 

members (Luckin & Holmes, 2022).  Provide real-
time analytics for educators by integrating 
intelligent data-driven platforms that assess 
teaching strategies, monitor student progress, 
and deliver actionable recommendations, 
enabling teachers to refine their instructional 

approaches and maximize student outcomes 
through timely and personalized support (Baker 
& Hawn, 2021). 
 
Pillar III: Ethical transparent accountable AI 
Embed privacy, transparency, and fairness 
throughout every stage of the AI system lifecycle, 

from conception and design to deployment, use, 
and ongoing maintenance. Ensure that ethical 
principles are not simply a checklist but are 
consistently integrated into policies, algorithms, 
and oversight mechanisms, fostering an 
accountable and ethically grounded technology 
culture (Jobin et al., 2019).  Also, create review 

bodies that include the active participation of a 
wide range of stakeholders such as students, 

parents, educators, technology specialists, and 
community advocates. These boards should meet 
regularly to review AI applications, ensure 
alignment with institutional values, and adapt 

governance approaches in response to evolving 
challenges (Selwyn, 2023).  All of this helps to 
support feedback loops that routinely collect, 
analyze, and publicly report on equity outcomes 
and learning metrics associated with AI 
implementations, transparently showcasing both 
successes and areas for improvement. Gather 

input not only from quantitative data but also 
from qualitative user feedback to refine practices, 
address disparities, and foster community trust 
(Schiff, 2021). 

 
Pillar IV: Dynamic and responsive curricula 
Implement AI tools that empower students to 

engage in inquiry-based, open-ended learning 
experiences. Such tools should encourage 
exploration, creativity, and critical thinking skills, 
guiding learners to investigate complex problems 
and generate innovative solutions (Baker & 
Hawn, 2021).  These innovative educational tools 

continually support the evolution of learning 
materials, ensuring content remains relevant, 

engaging, and closely connected to real-world 

applications and scenarios (Luckin & Holmes, 
2022).  While actively leveraging and integrating 
diverse student interests in the learning process 

to foster much deeper engagement, motivation, 
and personalization of educational experiences. 
This approach not only makes learning more 
meaningful but also tailors the curriculum to 
resonate with individual learners (Ng et al., 
2022).   
 

Pillar V: AI literacy 
Develop not only basic programming skills but 
also a broad spectrum of critical, ethical, and 
participatory abilities to analyze and understand 
the multifaceted societal impacts of artificial 
intelligence systems and technologies. This 

includes fostering awareness of biases, 
accountability, transparency, and the importance 
of informed decision-making about AI in everyday 
life (Holmes et al., 2023; Ng et al., 2022).  This 
should actively engage students at every stage of 
AI-related projects and curricula, enabling them 
to participate in the design, development, and 

ongoing critical evaluation of artificial intelligence 
tools. This process empowers learners to shape 
AI applications and reflect on the broader 
implications of their choices and solutions (Luckin 
& Holmes, 2022).   
Also, ensure that robust infrastructure, 
comprehensive digital resources, and targeted 

outreach strategies are prioritized to reach 
underserved and marginalized populations. This 

commitment facilitates fair opportunities for all 
learners to access, interact with, and benefit from 
quality AI education, regardless of their 
geographical, social, or economic context (Zhou 

et al., 2022). 
 

4. RECOMMENDATIONS 
 
This framework is a living one; it is designed to 
spark actionable progress toward equitable, 
ethical, and effective AI integration. Each of the 

five components represents a mutually 
reinforcing area; neglect in one risks undermining 
the whole structure.  Future research should 
move from describing gaps and frameworks to 

actively bridging them using participatory, 
interdisciplinary, and agile research approaches. 
Longitudinal and mixed-methods studies, as well 

as rapid feedback mechanisms, are vital for 
keeping pace with ongoing change (Zawacki-
Richter et al., 2019).  To help meet the goals of 
the framework, the following are recommended: 
Fund collaborative, inclusive projects that actively 
and meaningfully engage teachers, students, 

parents, and marginalized groups throughout 
every phase of AI development, from ideation to 
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implementation and evaluation. Ensure that 

diverse voices are incorporated through open 
calls, collaborative workshops, and sustained 
partnerships, so that educational AI systems 

genuinely reflect the needs, aspirations, and 
cultural contexts of those most affected.  
Mandate rigorous, transparent ethical review 
protocols and detailed public reporting 
requirements for all stages of educational AI 
deployment, including design, testing, and real-
world use. Require ongoing oversight by 

independent ethics boards, create clear 
documentation of risks and benefits, and ensure 
mechanisms for addressing potential harms, 
privacy concerns, and algorithmic biases are in 
place and regularly updated. 
Scale up accessible, differentiated, and ongoing 

professional development programs that 
integrate AI literacy, pedagogical strategies, and 
hands-on opportunities for teachers to 
experiment and give feedback. Prioritize building 
teacher agency by involving educators in the 
design of training materials and technology tools, 
supporting collaborative learning communities, 

and incentivizing peer-led mentoring around 
responsible AI use in classrooms. 
Actively promote research projects and funding 
schemes that intentionally combine expertise 
from education, computer and data science, 
ethics, policy, psychology, and community 
organizations. Facilitate cross-sector 

collaboration through conferences, joint 
publications, and research networks to address 

the complex challenges of educational AI and 
share innovative solutions globally. 
Establish robust, transparent mechanisms for 
public feedback, impact reporting, and continual 

improvement in all educational AI initiatives. 
Construct easily accessible platforms for 
students, families, teachers, and the wider 
community to report concerns, offer suggestions, 
and engage in monitoring impacts. Institute 
regular, independent evaluations, incorporate 
lessons learned into policy updates, and publicly 

share progress to ensure ethical, socially 
responsive AI in education. 

 
5. CONCLUSION 

 
AI’s promise in classrooms remains conditional 
upon robust, equity-centered, and ethical 

frameworks realized in practice. To fully harness 
the transformative potential of artificial 
intelligence in education, it is essential that these 
frameworks are not merely theoretical constructs 
but are actively implemented and continuously 
evaluated for effectiveness and inclusivity. 

Drawing from global research and innovation, 
which reflect diverse educational needs and local 

contexts, the field must build collective capacity 

for inclusive, sustainable, and human-centered 
educational transformation. This involves 
fostering a culture of collaboration among 

educators, policymakers, researchers, and 
communities to ensure that AI technologies are 
developed and deployed to address equity gaps, 
support personalized learning, and promote 
student well-being while upholding ethical 
principles. In doing so, the education sector can 
move towards a future where AI empowers every 

learner, regardless of background, to achieve 
their full potential in a rapidly changing world. 
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