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Abstract  
 

This systematic review examines AI-driven job interview systems, focusing on their technological 
foundations, skill coverage, and interaction modalities. Existing platforms span rule-based, AI-
enhanced, immersive, and gamified approaches. Advances in natural language processing (NLP), large 

language models (LLMs), and immersive avatars have enhanced adaptivity and realism, particularly 
through virtual reality (VR) and augmented reality (AR) simulations. However, most systems remain 
fragmented, offering limited integration of technical and behavioral assessments, emotional 
responsiveness, and pedagogical scaffolding. While skill coverage ranges from coding and problem-
solving to communication and behavioral readiness, personalization, plagiarism detection, and 
curriculum alignment are underdeveloped. To advance the field, we propose unified frameworks that 

combine coding and behavioral training, emotionally adaptive avatars, learner-centered dashboards, 
and standardized benchmarks. By mapping technological progress and pedagogical limitations, this 
review establishes a foundation for the next generation of intelligent, inclusive, and context-aware 
interview preparation systems. To our knowledge, it is the first review to integrate technical, behavioral, 
and immersive dimensions.
 
Keywords: Job interview systems, soft skills, coding interviews, AI in education, avatar-based training, 

virtual reality 
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1. INTRODUCTION 
 
This paper provides a systematic review of the 
existing job interview systems. Interviewing is a 

critical competency across diverse domains 
including technical (Qin et al., 2019), engineering 
(Senthilkumar et al., 2025), business (Takeuchi & 
Koda, 2021), healthcare (Lee et al., 2020), 

education (Geng et al., 2024), and law (Hassan 
et al., 2023). Employers now expect proficiency 
not only in domain expertise but also in soft skills 

such as communication, collaboration, and critical 
thinking. Yet, formal training remains minimal, 
with existing programs often costly and 
accessible primarily to affluent individuals (Nofal 
et al., 2025). This inequity has driven interest in 
intelligent and automated systems capable of 

replicating interviews and providing personalized 
feedback. 
 
Recent advancements in artificial intelligence and 
virtual reality (VR) have facilitated the creation of 
robust interview training systems designed to 

simulate real interview scenarios. These systems 

take diverse forms, like AI-powered chatbots 
(Røed et al., 2023) that engage people in 
simulated interviews, embodied virtual 
interviewer avatars sometimes within immersive 
VR settings (Hassan et al., 2023), and mixed-
reality simulations. Chou et al. (2022) typically 
utilize adaptive feedback such as real-time 

analysis of a candidate’s responses, nonverbal 
cues, or coding solutions to facilitate user 
improvement. Significantly, these systems 
encompass various fields. Virtual interview tutors 
have been developed for commercial and 
technical job interviews, medical and healthcare 

training, such as practicing patient interviews 
(Rädel-Ablass et al., 2025), legal and law 

enforcement situations, and soft skill 
management (Luo et al., 2024). Moreover, as the 
global employment landscape grows more 
competitive, there is an urgent necessity to 
create inclusive, accessible, and efficient 

strategies for interview preparation and 
evaluation, allowing candidates from varied 
backgrounds, including individuals with 
disabilities or anxiety disorders, to effectively 
demonstrate their competencies. 

Traditional academic assessments such as written 
exams, multiple-choice tests, and project-based 
coursework often emphasize theoretical 
knowledge or technical problem-solving in 

controlled settings. While effective for measuring 
content mastery, these forms of evaluation rarely 
capture the interactive, adaptive, and high-
pressure dynamics of job interviews. Similarly, 

offerings from career development offices, 
though valuable, are typically optional and 
resource-limited, prompting the rise of digital 

platforms for interview preparation. However, 
these interviewing systems vary greatly in design 
and focus, with many limited to either technical 
or behavioral training. A comprehensive 
understanding of their effectiveness and 
limitations remains lacking, and few offer 

personalized, adaptive, or realistic feedback, 
leaving key aspects of professional readiness 
under addressed.  
 
This review is motivated by the need to identify 
what has been achieved, what limitations persist, 

and how future systems can better support the 

transition from academic to professional 
environments. It is guided by five research 
questions (RQ1–RQ5) concerning technologies, 
pedagogical strategies, real-world alignment, 
professional skill support, existing gaps, and 
technical, pedagogical, and ethical challenges. By 
consolidating prior work, this study highlights 

critical gaps including absent integration of 
technical and behavioral assessments, limited 
emotional adaptivity, inadequate coding 
simulations with plagiarism detection, and 
insufficient personalization and outlines directions 
for future research. 

 
The rest of the paper is organized as follows: 

Section 2 outlines the methodology for literature 
selection and analysis. Section 3 reviews and 
categorizes existing job interview systems 
outlining key future research directions. Section 4 
analyzes findings based on the research 

questions. Finally, Section 5 concludes by 
summarizing the key insights. 
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2. METHODOLOGY 

 
To ensure rigor and transparency, this review 
adopts a structured methodology comprising 

three components: the search strategy (scope 
and reproducibility), the inclusion and exclusion 
criteria (quality boundaries), and the selection 
process (multi-stage screening).  
 
A. Database and Search Strategy 
A comprehensive keyword search strategy was 

designed to identify the most relevant and recent 
studies for this review. It focused on system 
types, embodied interaction (e.g., avatars), 
assessed skills (e.g., soft and technical), 
interaction modalities (e.g., AR/VR), and 
feedback mechanisms. A structured query was 

applied across academic databases to capture 
high-quality studies, with priority given to peer-
reviewed publications and selective inclusion of 
preprints when they addressed recent advances 
aligned with the review objectives with potential 
contributions for their relevancy. 
 

Sample Keywords  

Category Keywords 

System Type “Intelligent job interview 

system” OR “interviewing 

system” OR “mock 

interview system” 

Agents “Avatar” OR “Virtual agent” 

Skills Assessed “Soft skills” OR 

“Communication” 

Interview Types “Job interview” OR “Mock 

interview” OR “Coding 

interview” OR “Soft skill 

interview” 

Feedback 

Mechanism 

“Personalized feedback” OR 

“Adaptive feedback” 

Immersive 

Technology 

“AR” OR “Augmented 

Reality” OR “VR” OR 

“Virtual Reality” 

Skills Emphasis “Communication” OR “Soft 

skills” OR “Coding skill” OR 

“Technical skill” 

 
B. Inclusion and Exclusion Criteria  
The inclusion criteria were designed to prioritize 
peer-reviewed research studies relevant to the 
development of Job Interview systems. However, 
high-quality preprints and early-stage 

publications were also considered when they 
contributed substantially to emerging trends or 
recent technological advancements. These were 

critically appraised for relevance and quality 

before inclusion. We included studies that: 
 
(1) Presented or evaluated Job Interview 

platforms. 
(2) Presented or evaluated Job Interview 
platforms focusing on Augmented Reality, Virtual 
Reality, and Gamification. 
(3) Integrated avatar-based or embodied 
conversational agents.  
(4) Offered mock coding interviews or simulated 

roleplay interactions.  
(5) Provided personalized or adaptive feedback 
mechanisms and studies were excluded if they:  
(a) Not written in English.  
(b) Focused solely on general e-learning.  
 

C. Selection Process  
The literature selection process followed a 
systematic four-stage PRISMA approach (Mutter 
et al., 2021), as illustrated in the flowchart 
(Figure 1). 

 
Figure 1: Paper Selection Process 

 
Identification Phase: An initial pool of 1257 
records were retrieved through comprehensive 
database searches across IEEE Xplore and ACM 
Digital Library (n = 849) and Google Scholar (n = 

408) using a predefined set of related keywords 
as specified before. Prior to formal screening, 890 
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records were excluded for irrelevance based on 

manual inspection of titles and abstracts. This 
review relies on IEEE Xplore, ACM Digital Library, 
and Google Scholar as primary databases. While 

this ensured strong coverage of computing and 
AI-focused publications, the exclusion of broader 
indexing services such as Scopus and Web of 
Science may have omitted some interdisciplinary 
studies. However, the inclusion of Google Scholar 
helped mitigate this limitation by retrieving 
relevant works. 

 
Screening Phase: A total of 367 articles were 
subjected to title and abstract screening. Of 
these, 243 records were excluded for failing to 
meet the inclusion criteria. This resulted in 124 
potentially relevant records progressing to the 

next stage. 
 
Eligibility Assessment: Full texts of 91 studies 
were reviewed in detail to determine their 
suitability for inclusion. At this stage, an 
additional 16 papers were excluded due to being 
published prior to 2012, as they did not reflect the 

recent advances in AI, natural language 
processing, and immersive technologies that 
underpin modern interview systems. The 
remaining 75 studies were evaluated against the 
full inclusion criteria. This threshold ensured that 
it included works aligned with the technological 
advancements most relevant to current and 

future interview training systems. 
 

Inclusion Phase: Following a rigorous 
assessment, 44 studies were determined to meet 
all predefined inclusion criteria and were selected 
for detailed analysis in this systematic review. 

This assessment went beyond basic inclusion 
criteria and considered factors such as 
methodological soundness (clarity of design, 
evaluation approach), technological relevance 
(use of AI, VR/AR, or feedback mechanisms), and 
contribution to the research questions. Preprints 
were included only if they demonstrated clear 

methodological transparency and novel 
contributions. 
 

3. REVIEW OF INTERVIEW TRAINING 

SYSTEMS 
 
This review first categorizes interview training 

systems by (1) “Technological Approaches 
(2) “Skills Assessed”, and (3) “Modality”. 
 
A high-level taxonomy of AI-enhanced interview 
systems in Figure 2. This diagram summarizes 
how existing systems are categorized and where 

research gaps emerge. It provides a taxonomy of 

AI-enhanced job interview systems across five 
dimensions: technologies, skills, modalities, 
challenges, and future directions. It identifies four 

main technological approaches rule-based, AI-
driven (NLP/LLMs), immersive VR/AR, and 
gamification which were used to assess soft, 
technical, and behavioral skills. Here, interaction 
modalities include text-based, audio-visual, and 
immersive environments. 
 

Key challenges include limited real-time 
emotional feedback, skill-specific system silos, 
and accessibility issues in VR. Future directions 
emphasize the need for integrated platforms,  
 
emotionally adaptive avatars, plagiarism 

detection, culturally inclusive interfaces, and 
large-scale evaluations with standardized 
benchmarks  
 
A. Technological Approaches 
i. Rule-based Systems: Early efforts in virtual 
interview training often relied on rule-based or 

scripted approaches. Rule-based systems employ 
scripted dialogue and decision trees to ensure 
predictable interactions. Early examples include 
ERICA, which used keyword detection for follow-
up questions but lacked adaptability (Kawahara 
et al., 2021), and semi-automated multi-agent 
interviewing with partial ML support (Kawai et al., 

2022). Other efforts applied rule-based templates 
with NLP for question generation (Pandey et al., 

2023), conversational chatbots with state-
transition models (Boudjani et al., 2023), finite 
state machines for social cue detection (Baur et 
al., 2013), and hybrid Theory of Mind models 

(Belkaid et al., 2014). These systems provide 
structure but remain rigid, non-adaptive, and 
limited in scalability. 
 
ii. Intelligent Systems (AI-driven): The advent of 
Artificial Intelligence (AI) has significantly 
reshaped job interview preparation, enabling 

systems that integrate natural language 
processing (NLP), computer vision, and large 
language models (LLMs) for dynamic evaluation. 
Early platforms such as Big Interview (Fulk et al., 

2022) and NexInterview (S et al., 2025) illustrate 
how NLP and generative AI can support 
structured mock interviews. Building on these 

foundations, systems like CIRVR (Adiani et al., 
2022) and ITEM (Nofal et al., 2025) incorporate 
virtual reality and real-time feedback to deliver 
personalized, adaptive training. 
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Figure 2: Overview of AI-Enhanced Job Interview Systems: Taxonomy and Future Directions 

 
A central trend is the shift from static, rule-based 
approaches to adaptive agents powered by LLMs 

and multimodal cues. For example, GPT-4o has 

been applied in technical interviews with high 
realism (Gomez et al., 2025), yet these 
implementations often neglect emotion 
awareness and plagiarism detection. Similarly, 
Gemini-based adaptive questioning (Rai, 2025) 
advances interactivity but lacks affective sensing. 

 
Fairness and transparency have also emerged as 
critical concerns. Pathak et al. (2024) 
demonstrate that asynchronous, LLM-driven 
video interviews can enhance demographic 
fairness, though delayed feedback and reliance 

on a single modality limit effectiveness. 
Complementary approaches integrate inclusivity 
tools such as gaze-tracking in VR (Adjani et al., 

2022), yet hardware demands and limited 
feedback remain barriers. Likewise, video 
simulation with analytics has supported language 
training (Jarvis et al., 2024), though it remains 

domain-specific. Nofal et al. (2025) further 
combine VR, LLMs, and bias-testing frameworks 
to create bias-aware practice, though fidelity is 

constrained by the absence of gaze or head 
tracking. 

 

Expanding beyond evaluation, several systems 
employ predictive and multimodal models. NLP–
CNN pipelines have been explored for soft-skill 
and personality prediction, albeit with generic 
feedback (Rao et al., 2025). Voice-first, role-
specific simulations extend Gemini applications (S 

et al., 2025), yet real-time analytics and 
expressiveness are limited. Other innovations 
include vision–speech fusion for emotion 
recognition (Golande et al., 2025), graph-based 
skill-targeted questioning (Qin et al., 2024), and 
speaker-willingness recognition for adaptive 

questioning (Nagasawa et al., 2023), though each 
faces constraints in validation, flexibility, or 
scope. 

 
Collectively, these systems affirm the potential of 
AI to enhance confidence, self-assessment, and 
accessibility. However, persistent limitations 

including limited personalization, underdeveloped 
affective sensing, and the absence of 
standardized benchmarking underscore the need 
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for larger-scale evaluations and rigorous 

validation. 
 
iii. Avatar-based / Immersive VR/AR-based 

Systems: AI-powered interview simulators are 
increasingly adopting avatars and extended 
reality to deliver immersive and interactive 
experiences. By moving beyond static interfaces 
and text-based exchanges, these systems aim to 
provide dynamic, lifelike simulations that 
enhance user engagement and skill transfer 

(Nofal et al., 2025; Sahani et al., 2025). 
 
To illustrate, Nofal et al. (2025) introduced a VR-
based platform built with Oculus Quest and Unity, 
where animated avatars and ChatGPT-generated 
questions were used to assess communication, 

leadership, and domain knowledge through 
sentiment-driven scoring and bias analysis. 
Although the system proved effective in 
controlled studies, it remains constrained by its 
dependence on high-end hardware, the absence 
of gaze tracking, and the lack of large-scale 
validation. Building on this trajectory, Sahani et 

al. (2025) presented a scalable web-based 
platform with a 3D avatar created using React.js 
and Three.js. While it demonstrated high question 
accuracy (~95%), robust speech-to-text 
performance (>90%), and measurable gains in 
user confidence (80%), its limited realism, 
absence of multilingual capacity, and lack of 

expert-curated content reduce its applicability in 
broader contexts. 

 
In parallel, several systems have sought to 
broaden accessibility. AIVATAR (Bachhav et al., 
2023) integrates 3D avatars with aptitude testing 

and instant textual feedback to reduce interview 
anxiety in low-stakes practice environments. Yet, 
despite its promise, the platform remains 
conceptual, with no empirical validation and 
limited non-verbal cue integration. Extending this 
line of research, Hassan et al. (2023) developed 
a multimodal platform for investigative interviews 

across VR, desktop, and audio formats. Their 
findings indicate that VR fosters stronger 
presence and realism compared to other 
modalities; however, binary feedback, reliance on 

proprietary APIs, and synthesized voices limit its 
utility. Similarly, Røed et al. (2023) used a fine-
tuned GPT-3 to simulate conversations with a 

child avatar, showing that personalized feedback 
significantly improved questioning strategies 
skills directly transferable to interview contexts. 
 
At the same time, efforts have also focused on 
enhancing realism. Ashrafi et al. (2024) 

employed Unreal Engine, MetaHuman, and 
Convai to develop avatars across VR, AR, and 

desktop environments. While the system 

captures physiological signals to detect anxiety, it 
still lacks real-time coaching and its AR features 
remain incomplete. Likewise, Hasan et al. (2023) 

introduced SAPIEN, a demo platform with 
emotionally expressive 3D agents powered by 
LLMs and multilingual speech technologies. 
Despite its potential for communication training, 
its short sessions, limited conversational 
memory, and lack of empirical evaluation restrict 
practical adoption. 

 
Taken together, these avatar-based and 
immersive VR/AR systems represent a substantial 
step toward more realistic, engaging, and 
personalized interview preparation. Nevertheless, 
challenges relating to hardware accessibility, 

comprehensive non-verbal analysis, and limited 
empirical validation highlight the need for 
integrated, rigorously tested frameworks before 
widespread implementation.  
 
iv. Gamification-based Systems: Gamification has 
emerged as a powerful strategy in the design of 

modern job interview systems. By incorporating 
game elements such as points, achievements, 
interactive simulations, and immersive 
environments, these systems aim to enhance 
candidate engagement, reduce interview anxiety, 
and deliver more meaningful assessments. This 
review explores recent developments in 

gamification-based job interview systems, 
summarizing the technological approaches and 

key contributions of several published works. 
Table 1 in Appendix A depicts an overview of 
gamification-based systems. 
 

The reviewed systems collectively highlight the 
diverse application of gamification in job 
interview settings. Some platforms, like the 
Metahuman-based VR system (Ashrafi et al., 
2024) and the agent-based VR training, prioritize 
immersion and realism to build candidate 
confidence, while others, like Conversate 

(Daryanto et al., 2025) and the cognitive 
assessment tool, integrate adaptive simulations 
and machine learning to personalize feedback and 
scoring. Despite the varied approaches, all these 

systems converge on the goal of making interview 
preparation more interactive, insightful, and 
equitable. 

 
B. Skills Assessed 
i. Soft Skills: Table 2 in Appendix A below 
presents a comparative overview of prominent 
AI-powered systems designed for job interview 
preparation, with a particular emphasis on soft 

skills and competency-based assessment. Each 
system is evaluated across multiple dimensions, 
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including its primary skill focus, underlying AI 

technologies, input modalities, feedback 
mechanisms, and notable strengths and 
limitations. This structured comparison offers 

insights into how different platforms approach 
interview readiness through multimodal 
interaction, adaptive feedback, and targeted soft 
skill development, while also highlighting existing 
gaps in non-verbal analysis, empirical validation, 
and immersive realism. 
 

ii. Technical and Coding Skills: Over the past few 
years, a growing body of research has explored 
how AI-based systems can simulate, assess, and 
enhance technical interviews, particularly for 
roles requiring coding and problem-solving skills. 
This review in Table 3 in Appendix A depicts 

recent academic work on AI-driven interview 
systems designed for technical and coding roles, 
summarizing the innovations, methodologies, 
and implications of each. 
 
The reviewed systems collectively demonstrate 
how AI enhances technical interviews through 

adaptive questioning and multimodal evaluation. 
 
iii. Behavioral and Critical Thinking Skills: Some 
systems extend beyond communication by 
targeting behavioral readiness and critical 
thinking. For instance, Conversate, developed by 
Daryanto et al. (2025), employed dialogic 

reflection, while STAR-based evaluations 
(Siswanto et al., 2022) scaffold structured 

behavioral responses. Adaptive questioning 
(Nagasawa et al., 2023) and bias-testing 
frameworks (Nofal et al., 2025) also prompt 
reasoning beyond surface-level answers. 

However, explicit support for these skills remains 
limited compared to technical and soft-skill 
training. 
 
C. Modality 
Text-based and Multimodal Interviewing 
Systems: The reviewed AI-based job interview 

systems in Figure 3 were categorized based on 
their primary interaction modalities: Text-based 
systems primarily rely on typed input and output, 
enabling question delivery and response 

evaluation via chat-like interfaces. Textual 
systems include Anaza et al. (2023), Ashrafi et al. 
(2024), Bachhav et al. (2023), Chou et al. 

(2022), Hasan et al. (2023), Mishra et al. (2024), 
Namratha et al. (2024), Nofal et al. (2025), Rao 
et al. (2025), Sahani et al. (2025), Senthilkumar 
et al. (2025), and Wilkie and Rosendale (2024). 
 
Audio-visual systems integrate spoken input 

and/or output, often enhancing realism by 

incorporating speech recognition (e.g., Google 

STT, DeepSpeech) and text-to-speech (TTS) 
engines (e.g., Amazon Polly, Google TTS). Audio-
based systems have been presented by Anaza et 

al. (2023), Ashrafi et al. (2024), Bachhav et al. 
(2023), Chou et al. (2022), Hasan et al. (2023), 
Namratha et al. (2024), Nofal et al. (2025), Rao 
et al. (2025), Røed et al. (2023), Sahani et al. 
(2025), Senthilkumar et al. (2025), Siswanto et 
al. (2022), and Wilkie and Rosendale (2024). 
 

Visual modalities are represented by Anaza et al. 
(2023), Ashrafi et al. (2024), Bachhav et al. 
(2023), Chou et al. (2022), Hasan et al. (2023), 
Namratha et al. (2024), Nofal et al. (2025), Røed 
et al. (2023), Sahani et al. (2025), Senthilkumar 
et al. (2025), and Wilkie and Rosendale (2024). 

 
Text-based platforms are lightweight and scalable 
but lack non-verbal cue analysis, reducing 
authenticity. Audio-based systems enhance 
verbal communication through speech 
recognition yet remain constrained by weak 
emotion detection and dependence on reliable 

STT/TTS. Video-based approaches offer greater 
realism via facial and gesture recognition but 
demand high computational resources and raise 
privacy concerns. Collectively, these modalities 
reveal a trade-off between accessibility and 
realism, underscoring the need for integrated 
multimodal frameworks that combine efficiency 

with feedback-rich, authentic interaction. 
 

This section focused on text-based and 
multimodal systems, while immersive VR/AR 
treated as a distinct modality was discussed 
earlier under Technological Approaches (Section 

3.A.iii). 
 
By synthesizing existing interviewing systems, 
this systematic review makes significant 
contributions. Compared to previous reviews that 
are either technically narrow e.g., Barpute et al. 
(2024) or ethically focused like Hunkenschroer 

and Luetge (2022), or have insufficient system 
diversity and technical depth e.g., Abedi (2022)  
which lacks breadth in reviewed platforms and 
ignores cutting-edge LLM/VR-based tools, our 

review takes a comprehensive approach by 
integrating the evaluation of both coding and soft 
skills, feedback mechanisms, and immersive 

interaction modalities (VR/AR/avatar), reflecting 
the multidimensional demands of real-world job 
interviews. Furthermore, our review bridges the 
gap between educational training and industry 
expectations, an area largely overlooked by prior 
surveys.   
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Figure 3: Summary of Job Interview System based on their primary interaction modalities

Notably, in this process the authors discovered 
several critical research gaps, including the 
absence of comprehensive systems capable of 
concurrently evaluating technical coding skills 

and behavioral competencies, inadequate real-
time emotionally adaptive feedback, limitations in 
avatar-driven interactions, insufficient 
adaptability to varying professional and user 
contexts, lack of specialized support for realistic 
coding interview simulations, insufficient 

attention to plagiarism detection and limited 
personalized interviewing experiences. This paper 
identifies several key future research directions 
essential for advancing interview preparation 
systems. Specifically, progress should focus on: 
 

• Integrating technical and behavioral 

assessments, enabling holistic 
evaluations that capture both domain 

expertise and interpersonal 
competencies. 

• Enhancing avatar realism and emotional 
responsiveness, thereby fostering more 

authentic and immersive candidate–
interviewer interactions. 

• Providing real-time adaptive feedback, 
ensuring that learners receive 
personalized guidance aligned with their 
evolving performance. 

• Developing robust coding simulations 
with plagiarism detection, to uphold 
integrity and rigor in technical skill 
assessment. 

• Designing authentic, participatory mock 
interviews, mirroring real-world hiring 
practices and supporting experiential 

learning. 
 

 
Figure 4: Architectural trajectory of AI‑driven interview systems
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Collectively, these directions guide the 

development of intelligent, inclusive platforms 
that replicate real-world interview complexity 
while enhancing candidate readiness through 

personalized and adaptive training. The 
prospective architecture transformation in AI-
Driven Interview Systems from the present 
context is illustrated in Figure 4. Here, this figure 
4 illustrates the evolution from conventional job 
interview systems to proposed next-generation 
AI-driven interview simulation architecture. The 

left side depicts current systems that primarily 
rely on web/mobile text-based user interfaces 
and chatbot front ends powered by offline NLP 
and heuristic scoring. These systems often 
provide delayed batch feedback, rely on basic 
sentiment analysis, and support only limited user 

analytics and mock interview functionality. In 
contrast, the right side presents a next-
generation architecture that integrates AR/VR-
based immersive interfaces, emotionally 
responsive role-playing avatars, domain-based 
adaptive dialogue, and multimodal perception. 
Real-time scoring, evaluation, and feedback are 

supported by advanced NLP models and 
sentiment analyzers. Technical assessments are 
conducted through an embedded real-time code 
editor with integrated gaze tracking and 
plagiarism detection. A personalized user 
dashboard enables analytics-driven session 
review, goal tracking, and profile management. 

Collectively, these enhancements enable more 
engaging, adaptive, and realistic interview 

simulations that holistically assess both technical 
and behavioral competencies. 

 
4. ANALYSES OF RESEARCH QUESTIONS 

 
A. RQ1: What are the key features, 
technologies, and pedagogical strategies 
employed in existing job interviewing 
systems? 
Section 3 outlines the technological evolution of 
job interview systems, classifying them into four 

primary categories: rule-based, AI-driven, 
avatar-based/immersive, and gamification-
enhanced platforms. Rule-based systems rely on 
scripted logic and predefined keyword triggers, 

offering reliable and consistent interactions but 
lacking adaptability and personalization. In 
contrast, AI-driven systems leverage advanced 

techniques such as natural language processing, 
computer vision, and LLMs to enable real-time, 
multimodal evaluation. These platforms provide 
detailed, context-aware feedback on candidate 
performance, encompassing verbal, nonverbal, 
and emotional dimensions, thereby supporting a 

more comprehensive assessment of interview 

readiness. 
 
Each category offers distinct affordances but 

exhibit varied levels of pedagogical integration. 
Rule-based systems align with behaviorist 
pedagogy, emphasizing scripted interactions and 
fixed feedback, though they lack adaptability and 
depth. Intelligent systems employing NLP and 
LLMs enable dynamic, real-time feedback aligned 
with formative and adaptive learning principles, 

but few consistently incorporate structured 
pedagogical scaffolding. Immersive platforms 
support experiential learning through realistic 
simulations, reflecting constructivist ideals; 
however, they often neglect structured reflection 
and personalized guidance. Gamified systems 

enhance engagement but typically lack 
instructional depth, with feedback and learning 
pathways remaining underdeveloped. 
 
So, technically robust but pedagogically limited, 
these systems require adaptive, learner-centered 
strategies to enable effective and transferable 

learning.  
 
B. RQ2: To what extent do existing job 
interview systems in the computing field 
bridge the gap between academic training 
and real-world hiring expectations?  
The review finds a moderate alignment between 

job interview systems and real-world 
expectations. Some systems offer realistic 

whiteboard style coding simulations and 
behavioral analysis, bridging academic exercises 
with practical hiring practices. However, a 
significant portion of platforms still focus narrowly 

on either behavioral or technical aspects, failing 
to present the integrative complexity of actual job 
interviews.  
 
A few systems have made strides toward realism 
and engagement and integrate dialogic feedback 
and transcript annotation, encouraging reflective 

learning aligned with real-world communication 
tasks. Nonetheless, many reviewed systems lack 
authentic, industry-driven evaluation models and 
employer-aligned performance metrics.  

 
C. RQ3 How do these systems support 
different aspects of professional 

development, including communication 
skills, critical thinking, and behavioral 
readiness?  
Soft skills development is increasingly embedded 
in intelligent and immersive systems. AI-
enhanced platforms like SAPIEN and InterviewPal 

incorporate sentiment analysis, speech 
modulation, and facial emotion recognition to 
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deliver multimodal feedback (Hasan et al., 2023; 

Namratha et al., 2024). This allows candidates to 
reflect not only on what they say, but also how 
they say it, a key component of behavioral 

readiness. 
 
Critical thinking is indirectly supported through 
scenario-based questioning, adaptive follow-up 
prompts, and STAR model-based evaluations. 
Yet, explicit support for reflective learning and 
metacognitive feedback is present in only a few 

systems (e.g., Conversate), indicating an 
underexplored opportunity for systems to scaffold 
users' self-regulated learning processes 
(Daryanto et al., 2025). 
 
Overall, systems integrating emotion-aware AI 

and adaptive feedback mechanisms are more 
likely to foster deep skill development and 
sustained user engagement. 
 
D. RQ4: What gaps exist in the current 
systems that future research must address 
to build intelligent, context-aware, and 

career-aligned interview preparation 
platforms? 
Our analysis highlights several underexplored 
directions in the development of job interview 
simulation systems. Notably, there is a lack of 
platforms that integrate mock coding and 
behavioral interviews in a unified environment, 

despite the prevalence of hybrid formats in real-
world hiring processes particularly for computing 

students. Furthermore, current systems show 
limited alignment with computing education, 
missing opportunities to embed interview training 
into curriculum-relevant activities like code 

reviews or plagiarism detection.  
 
Avatars, while increasingly present, are often 
underutilized for soft skill development due to 
limited emotional expressiveness, adaptability, 
and feedback capabilities. Similarly, real-time 
coding environments remain largely neglected, 

with most systems offering asynchronous or non-
interactive assessments that fail to simulate live 
technical interviews. Emotional adaptivity in 
feedback is also rare; while multimodal sensing 

(e.g., voice, facial cues) is becoming more 
common, only a few systems leverage this input 
for dynamic, personalized responses. Finally, 

content adaptation based on user interest or 
performance history is generally absent, reducing 
the relevance and long-term engagement of 
these systems. These gaps present valuable 
opportunities for future research and innovation.  
 

E. RQ5: What are the major challenges and 
limitations (technical, pedagogical, ethical) 

faced by these systems in achieving 

sustained learning impact and user trust?   
From a technical perspective, many systems face 
challenges such as latency in real-time 

multimodal processing, limited scalability, and 
unstable integration across core components, 
including speech-to-text, natural language 
processing, and computer vision. Pedagogically, 
feedback mechanisms are often generic, lacking 
the granularity and adaptability required for 
personalized learning paths or formative 

assessment. Ethically, major concerns persist 
around potential privacy risks associated with the 
collection of sensitive multimodal user data. 
Together, these challenges hinder the 
effectiveness, fairness, and trustworthiness of 
current systems, posing significant barriers to 

their widespread adoption and long-term impact 
in educational and professional settings. 
 

5. CONCLUSION 
 

This article presented a systematic review of AI-
driven interview systems, synthesizing research 

across four technological approaches- rule-based, 
intelligent, avatar-based immersive, and 
gamification. By examining assessed skills and 
interaction modalities, the review provided a 
holistic account of how current systems simulate 
interviews, deliver feedback, and support 
professional skill development. A central 

contribution of this work is its integration of 
technical and behavioral perspectives, which prior 

reviews have largely treated in isolation. In doing 
so, the study establishes a comprehensive 
foundation for aligning interview preparation 
platforms with both academic training and 

employer expectations. This review is the first to 
systematically integrate technical, behavioral, 
and immersive perspectives in interview systems. 
 
The analysis demonstrates that while advances in 
NLP, LLMs, and immersive VR/AR have enhanced 
realism and adaptivity, the field remains 

fragmented. Persistent challenges include limited 
personalization, insufficient affective and 
multimodal feedback, scarce empirical validation, 
and the absence of standardized benchmarks. For 

Information Systems and Computer Information 
Systems education, these findings highlight both 
the potential and the current shortcomings of 

leveraging intelligent simulations to foster career 
readiness. Looking ahead, future systems should 
embed real-time coding environments within 
avatar-based simulations, incorporate 
plagiarism-aware technical assessments, and 
utilize affective computing for emotionally 

adaptive feedback. Equally important are 
culturally inclusive, multilingual designs and 
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rigorous benchmarking frameworks to ensure 

fairness and transparency. By synthesizing the 
existing literature, identifying critical gaps, and 
outlining research directions, this review 

establishes a roadmap for the next generation of 
intelligent, inclusive, and context-aware interview 
preparation systems. Such systems are essential 
for bridging the gap between academic 
preparation and professional hiring demands in 
an increasingly competitive global employment 
landscape. 
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APPENDIX A 
Tables 

 

Papers Gamification  Technology Strengths Limitations 

(Ashrafi 

et al., 

2024) 

Immersive 

Metahuman 

avatars in 

VR/AR/desktop 

Unreal Engine 

(Metahuman), Convai 

(Chatbot), Meta Quest 

3, Empatica 

Embrace+ 

(biosensor), TTS/STT 

modules 

Photorealism, 

emotional impact 

tracking, 

comparative 

analysis 

 

No real-time feedback, 

lacks adaptive coaching, 

AR in progress 

(Daryant

o et al., 

2025) 

Adaptive LLM-

based simulation 

with dialogic 

feedback 

Web app with 

GPT‑3.5/4 and 

transcript annotation 

Realistic, interactive 

simulation, 

dialogical feedback 

Lacks multimodal feedback, 

not domain-specific 

(Vardarlı

er et al, 

2023) 

Gamified scoring 

through points 

and 

achievements, 

immersive VR-

based simulations  

Web-based system, 

NLP, emotion and 

gesture analysis, VR 

headset, chatbot, 

sensors 

Gamified scoring, 

immersive UX, NLP 

& emotion tracking 

 

Feedback general, no 

validation study 

(Leutner 

et al., 

2023) 

Cognitive ability 

assessment via 

games 

(Shapedance, 

Numerosity) 

Machine learning 

(Ridge Regression 

with Bias 

Penalization), ICAR, 

CRT, HireVue platform 

Valid and fair 

cognitive scoring, 

positive user 

feedback  

Concerns over face validity, 

narrow task types 

(Geng et 

al., 

2024) 

Immersive VR 

agents and 

biofeedback 

VR headset with 

EEG/ECG-enabled 

virtual agents 

Reduced anxiety, 

improved 

performance, 

multimodal 

Requires biofeedback 

hardware, small sample 

Table 1: Summary of Recent Advancements in Gamification-Based Job Interview Systems 
 

Papers Soft Skill Focus Key AI Technologies Used Strengths Limitations 

(Rao et 

al., 2025) 

Technical, behavioral, 

situational questions; 

response relevance, 

semantic coherence, 

sentiment, keywords. 

GPT/BERT, semantic similarity, 

sentiment analysis, and Google 

Speech-to-Text (STT) for 

speech-to-text. 

Scalable, 

adaptive QG, 

heatmap 

feedback, role-

based scoring 

No emotion 

recognition, 

limited non-

verbal 

feedback 

(Senthilk

umar et 

al., 2025) 

Fluency, coherence, and 

knowledge are assessed 

through verbal 

communication and 

behavioral observation. 

Speech-to-Text (Mozilla 

DeepSpeech), Text-to-Speech 

(Google TTS, Amazon Polly), 

Natural Language Processing 

(GPT, T5, BERT, RoBERTa), 

and Computer Vision (OpenCV, 

MediaPipe). 

Multimodal 

feedback 

(verbal and 

behavioral), 

real-time 

evaluation 

Limited 

scenario 

variation 
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Papers Soft Skill Focus Key AI Technologies Used Strengths Limitations 

(Nofal et 

al., 2025) 

Leadership, 

communication, and 

domain knowledge; 

quantitative reliability 

metrics; and bias 

analysis 

Unity 3D + OpenXR for the VR 

environment, ChatGPT for 

question generation and 

feedback, Wit. AI for Text-to-

Speech, Whisper. AI for 

Speech-to-Text, BART/topic 

modeling & Distil-BERT for 

semantic similarity, and 

RoBERTa for the scorer model. 

Bias analysis, 

consistent 

scoring, VR 

immersion, real-

time feedback 

Hardware 

intensive, no 

gaze 

detection, lab-

only testing 

(Sahani 

et al., 

2025) 

Key qualities for effective 

communication and 

professional aptitude, 

emphasizing clear 

expression, topical 

relevance, and 

proficiency in both 

technical and 

interpersonal skills. 

GPT-3, Whisper, Google 

STT/TTS, React.js 

Immersive, 

scalable 3D 

avatar interface 

with real-time, 

multi-modal 

feedback. High 

STT/TTS 

accuracy, low 

latency (<2.5s) 

No non-verbal 

analysis lacks 

multilingual 

support 

(Bachhav 

et al., 

2023) 

Common hiring 

assessments include 

general job-skill Q&A, 

soft-skill simulations, 

and aptitude tests 

(covering logical and 

verbal reasoning). 

STT, TTS, web-based layered 

architecture 

Aptitude test, 

realistic Q&A, 

anxiety 

reduction 

No validation 

study, no 

emotional 

feedback, no 

coding tasks 

(Chou et 

al., 2022) 

Intrinsic and DISC 

personality traits, along 

with facial emotions, 

head poses, speaking 

rate, amplitude, and 

pitch, contribute to 

interview performance. 

Linear regression for scoring, 

Gamma distribution, and 

Automatic Relevance 

Determination (ARD). 

Personality/beh

avioral 

modeling, 

asynchronous 

simulations  

No live 

interaction, no 

adaptive 

feedback 

(Namrath

a et al., 

2024) 

Factors assessed include 

content accuracy, 

response delivery, 

emotional state (via 

facial expressions), 

confidence levels 

(through voice analysis), 

and sentiment. 

NLP, along with Transformer-

based models for STT 

conversion, and Convolutional 

Neural Networks (CNNs) for 

image analysis 

Emotion & voice 

analysis, 

adaptive 

feedback 

Generic 

scoring 

models, 

unclear 

personalization 

logic 

(Siswanto 

et al., 

2022) 

Evaluation of 

competency levels using 

the STAR model 

(Behavioral Event 

Interview) based on 

predefined categories. 

NLP techniques, such as 

tokenization, stop-word 

removal, stemming, and part-

of-speech tagging. Machine 

Learning methodologies, 

including Bayesian inference 

and TF-based weighting 

Real-time 

competency 

evaluation, 

scalable 

Behavior only 

via text, lacks 

audiovisual 

feedback 
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Papers Soft Skill Focus Key AI Technologies Used Strengths Limitations 

(Hasan et 

al., 2023) 

Language learning, 

mental health, public 

speaking, social skill 

development, and 

emotionally expressive 

communication 

Large Language Models 

(LLMs), STT, TTS, emotion 

modeling, and avatars (within 

a 3D game engine). 

Multilingual, 

emotion-aware 

avatar, 

personalized 

coaching 

Short 

duration, no 

memory 

persistence, 

demo stage 

Table 2: Summary of Interview Systems Focused on Soft Skills 
 

Papers Main Features Technologies 

Used 

Strengths Limitations 

(Sahu et al., 

2025) 

Generates coding 

questions from 

resumes; cheat 

detection; live editor 

LLMs (GPT), 

facial/voice 

analysis, 

behavioral metrics 

Context-aware 

question generation, 

cheat detection, 

interactive coding 

Facial/voice model 

performance unclear, 

lacks soft skill 

evaluation 

(Gomez et 

al., 2025) 

Whiteboard-style 

technical interviews, 

code and voice 

analysis 

Multimodal NLP, 

whiteboarding 

tools, and feedback 

systems 

Realistic simulation, 

high user engagement, 

multimodal analysis 

No emotion 

detection, lacks 

plagiarism control 

(Qin et al., 

2024) 

Generates skill-

aligned technical 

questions using deep 

learning and graph-

based 

recommendation 

Skill entity mining, 

question 

generation, neural 

ranking models 

High relevance of 

Questions, user skill 

adaptability, modular 

design 

Limited soft skill 

integration, rule-

based rigidity in 

places 

(Dougherty 

et al., 2025) 

Coding interview 

benchmark with 

formal verification 

Formal methods, 

Lean 4, coding 

benchmark 

creation 

Verified test cases, 

benchmarking standard 

for interviews 

No user interaction 

features, lacks AI/NLP 

analysis 

(Dascalescu 

et al., 2025) 

Generates edge case 

test cases for coding 

contests 

LLMs, test case 

generation, code 

evaluation 

Complement human 

test design, increases 

grading accuracy 

Not a traditional 

interview system, no 

behavioral component 

(Chou et al., 

2022) 

Mock interview 

platform for tech and 

behavioral evaluation 

AI evaluation 

models 

(unspecified), 

behavioral scoring 

Dual focus on technical 

and behavioral, 

asynchronous 

simulation 

No live feedback, 

lacks scenario 

customization 

Table 3: Summary of Recent Advancements in Technical Job Interview Systems 
 


