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Abstract 
 
The data required to plan the clean-up of an environmentally contaminated site is available, 
but scattered throughout research journals.  In this paper, we present a process used to col-
lect and organize this data in a single data repository.  We discuss information quality issues 
encountered in building the repository and how these issues were resolved.  We also present 
the design of an application which makes the data available and usable to environmental ana-
lysts via the World Wide Web.  In constructing the site, numerous Web 2.0 technologies were 
employed.  We describe their application. 
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1.  INTRODUCTION 

In 1980 the congress of the United States 
passed the Comprehensive Environmental 
Response, Compensation and Liability Act 
(CERCLA), which charged and empowered 
the Environmental Protection Agency with 
oversight of the cleanup of abandoned ha-
zardous waste sites.  “Superfund” is the 
name given to this program.   

In evaluating site cleanup requirements, for 
each contaminant present, the question 
must be answered: “What is a safe and ac-

ceptable level of the contaminant at the 
site?”  This level is referred to as the Protec-
tive Concentration Level (PCL).  Typically 
PCLs are computed for species growth, re-
production, and/or mortality. 

In this paper we describe the design and 
construction of a database and the develop-
ment of a tool to derive PCLs for a given 
site.  We focus on issues tackled with re-
spect to data quality, entity resolution, mod-
el design, model implementation, and tool 
availability and usability.  The overall objec-
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tive was construction of a functional tool 
that allowed the analyst to: 
1. Quickly compute a PCL for each conta-

minant of concern at the site. 
2. Supplement and/or override toxicity data 

from the database with new or corrected 
data, professional domain knowledge, 
and expert judgment. 

3. Generate documentation supporting the 
computed PCLs for submission to clean-
up plan reviewers. 

 

2.  INFORMATION QUALITY ASSURANCE 

In a keynote address given at the EPA’s 23rd 
Annual National Conference on Managing 
Environmental Quality Systems, Dr. Richard 
Y. Wang (2004), Director of the MIT Infor-
mation Quality Program said the following: 
“The lessons learned in applying solutions to 
solve DQ [data quality] problems in other 
settings could be adopted to manage the 
quality of environmental data, which in turn 
would enhance the EQP Quality Community's 
ability to contribute to environmental protec-
tion efforts.”  In this section, we review 
those lessons and their potential application. 

Information quality assurance methodologies 
divide the process into two phases: data 
cleansing and entity resolution.  The goal of 
data cleansing is to detect and remove all 
errors and inconsistencies in the data 
(Rahm, 2000).  According to Rahm, the 
types of errors to be detected include:  
• Invalid values  – illegal nominal values, 

out-of-range numeric values, and unex-
pected values based on variance or dev-
iation; 

• Misspellings; 
• Missing values; 
• Identifier values not matching a related 

entity – a referential integrity violation. 
Müller (2003) offers an alternative error tax-
onomy.  He classifies errors as: 
• Syntactic – value does not conform to 

domain or inconsistencies in units of 
measure and abbreviations; 

• Semantic – is contradictory or violates 
one or more integrity constraints; 

• Coverage – missing values. 
 

In entity resolution, database entries are 
mapped to either shared or uniquely known 
real world entities.  In earlier data quality 
research, this was sometimes referred to as 
“deduplication” (Bhattacharya, 2007). 

Byung-Won On (2007) separates entity 
resolution (ER) problems into three catego-
ries:  
• Split ER – multiple instances of the same 

entity appear due to variants in the in-
stance identifier (or name). 

• Mixed ER – instances of different entities 
are merged due to similarities in spelling 
or pronunciation of the names. 

• Group ER – entities are grouped based 
on content only because they lack iden-
tifier or name values.   

Müller (2003) proposed three steps in the 
data cleansing process: 
1. Audit the data to identify the types of 

errors present.  
2. Choose and/or create appropriate me-

thods to automatically locate and re-
move errors.  

3. Apply the methods to the tuples in the 
data collection. 

Although Müller recommends automation of 
as much as possible, he considers data 
cleansing to be a semi-automatic process.  
Usually it requires the involvement of a do-
main expert to detect and correct some 
anomalies. 

In contrast, Rahm (2000) defined five phas-
es of data cleansing:  
1. Data analysis – metadata collected and 

summary statistics computed;  
2. Definition of the transformation workflow 

and mapping rules; 
3. Transformation; 
4. Verification of results after transforma-

tions have been applied; 
5. Backflow of the cleansed data to original 

sources as needed. 

Data for PCL Computations 

As recommended by both Müller and Rahm, 
we began the data cleansing process with an 
audit of the data and a review of the types 
of errors found. The primary values used in 
computing the PCLs are toxicity data 
gleaned from thousands of text-based re-
search reporting effects of a given contami-
nant on a given species.  From a data quality 
perspective, inconsistencies of the data in-
clude: 
1. Lack of uniformity of the measures re-

ported.  For example, many of the stu-
dies reported the concentration level in 
which 50% of the test subjects died (LD 
50), while others reported the “No ob-
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served adverse effect level” (NOAEL), 
yet others reported the “Lowest observ-
able adverse effect level (LOAEL).  

2. Some of the studies were conducted us-
ing adult subjects while others used ju-
veniles. 

 
These data were manually collected by 
graduate students in the Environmental 
Science program.  From each study, they 
recorded the contaminant and species of the 
study, the body mass of the species when 
available, the toxicity level reported, and the 
toxicity type (LD 50, NOAEL, LOAEL, etc.).   

The lab based toxicity values found in the 
literature could not be used directly as PCLs 
because of adjustments that needed to be 
made based on the species’ exposure to the 
contaminant in its natural environment.  
Values used to make these adjustments in-
cluded: 
• Water and fat solubility of the contami-

nant (log kow); 
• Trophic level (position in food chain) of 

the species; 
• Food, water, and soil sediment ingestion 

rates; 
• Percent of time spent by the species 

within the bounds of the clean-up area; 
• Percent of contaminated food in the diet. 
These adjusting values were mostly found in 
public domain and government agency data-
bases. 

Domain experts defined the algorithm used 
to convert toxicity values of different types 
as found in the literature, to a single uniform 
toxicity reference value (TRV), to which the 
adjustments were applied to compute the 
final PCL for the species (Figure 1).  Because 
there was not a consensus among experts 
with respect to the adjustment factor values 
or even the formulas to use, we found it ne-
cessary to allow the analyst using the appli-
cation to override many of the values and 
formulas used in computing the PCLs. 

The Database 

The database designed for the project con-
tained the following tables: 
• Habitat – list of all site habitats sup-

ported by the tool.  The habitat defines 
the list of species in the habitat.  Identi-
fied by habitat name. 

• Chemical – list of contaminants for which 
data has been collected.  Identified by 

CAS number.  Includes contaminant 
specific adjustment factors. 

• AnimalClass – list of all species classes 
for the species of interest.  Includes de-
fault ingestion rate adjustment values.  
Identified by class name. 

• Specie – list of all species for which data 
is available.  Identified by common spe-
cies name.  Includes species specific ad-
justment factors, body weight, and class 
name. 

• SpecieHabitat – list of species in a given 
habitat.  Identified by common species 
name and habitat name. 

• TRV – toxicity reference values from lite-
rature.  Identified by CAS number, 
common species name, concentration 
type (LOAEL, NOAEL, LD50), and PCL 
type (mortality, reproduction, or 
growth).  Includes TRV, body weight of 
test subjects, and bibliographic refer-
ence information. 

• SurrogateAssignment – surrogate spe-
cies to be used when TRV values of spe-
cies are missing.  Identified by CAS 
number, common species name, concen-
tration type (LOAEL, NOAEL, LD50), and 
PCL type (mortality, reproduction, or 
growth).  Includes surrogate species 
common name. 

The database also contains other tables used 
to manage users of the application and to 
save the state of an in-progress site analys-
es. 

Data Cleansing 

The data when collected by the domain ex-
perts was recorded in Microsoft Excel 
spreadsheets.  Since most of the data was 
collected before we got involved in the 
project, much of the data was redundant.   
For example, the log kow of each contami-
nant was repeatedly recorded for each spe-
cies against which it was applied.  After fi-
nishing the construction of the production 
database, we estimated that 75% of the da-
ta in the original spreadsheets was redun-
dant.   

As a first step in preparation for the PCL ap-
plication, we went through a data cleansing 
process followed by a transfer of the data 
from the spreadsheet to the production rela-
tional database management system 
(mySQL).  Each toxic concentration value 
found in the literature was recorded along 
with identifying information of the CAS num-
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ber of the contaminant and the species 
name.  The CAS number is a numeric iden-
tifier assigned to chemicals by the Chemical 
Abstracts Service of the American Chemical 
Society.  A CAS number is separated by hy-
phens into three parts. The first part is an 
assigned number up to seven digits.  The 
second part is an assigned two digit number, 
and the last is a single check digit.  The spe-
cies name is the common name. 

Because data entry was a manual process, 
and because data were collected from hun-
dreds of sources, errors in the data were 
common.  Some of these errors included: 
leading and trailing spaces, and double 
spaces between words.  Short scripts were 
written to automatically locate and correct 
these errors.  To locate problem CAS num-
bers, the format and the check digit were 
validated.  Invalid numbers required a ma-
nual correction. 

To validate numeric values, a reasonable-
ness check was performed on all TRV con-
centrations and adjustment factors. 

Entity Resolution 

Another frequent error was in the spelling of 
the species name.  As pointed out by Bhat-
tacharya (2007), an effective first step in 
entity resolution is to sort the tuples by the 
attribute in question.   Hence, we first sorted 
by species name.  This brought into proximi-
ty names such as “Red-Winged Blackbird” 
and “Red Winged Blackbird”.  Once alterna-
tive spellings were identified, a single agreed 
upon spelling was chosen and the database 
was updated. 

As a second level of species name validation, 
referential integrity was checked from the 
TRV and SurrogateAssignment tables against 
the species table.  This led to the discovery 
of additional species name inconsistencies 
such as “Mallard” and “Duck, Mallard”. 

Missing Values 

In doing the computations, we also had to 
deal with missing values.  Many of the toxici-
ty studies from which data were collected 
pertained to domestic species, not the spe-
cies commonly found at the clean-up site 
under review.  To get around this problem, 
toxicity values for a given contaminant from 
surrogate species were assigned to the spe-
cies in question with an adjustment for dif-
ferences in body weight.  When adjustment 

values, such as food ingestion rate, were 
missing for a given species, they were esti-
mated using a formula based on the animal 
class of the species.  Again the formulas 
used for estimation were defined by domain 
experts. 

 

3. IMPLEMENTATION OF THE PCL 
ANALYSIS SYSTEM 

Architecture 

The objective of the project was to make as 
widely available as possible, the data col-
lected for analysis and the tools imple-
mented to conduct the analysis.  The first 
option considered was to create a stand-
alone application packaged with a data repo-
sitory.  These could be distributed on CDs at 
conferences or downloaded from a web site.  
The second option was to create a web-
based application with access to a centra-
lized data repository.   

The advantage of the stand-alone applica-
tion is that it provides a richer development 
environment with ready access to features 
for designing and creating a more powerful, 
yet easy to use, user interface.  For exam-
ple, a stand-alone application can easily in-
clude both 2-d and 3-d vector graphics for 
creating powerful analysis visualizations.   

The primary advantage of the web applica-
tion is that it provides a single data reposito-
ry and analysis application with updates that 
are immediately available and visible to all 
users.  It also provides better access control 
over its use and allows collection of usage 
statistics such as frequency of use and fea-
tures most and least used.  Also, given the 
capability to save one’s analysis on the serv-
er, it facilitates sharing and collaboration 
using the ability to authorize others to load, 
review and edit a project. 

Mainly because we knew that the database 
would be changing, growing and evolving 
over time, we chose to go with the web-
based implementation.  The database was 
implemented using mySQL.  Application 
server side processing (mostly data access) 
was implemented on a Tomcat 6.0 server 
using JavaServer Pages (JSP).  On the client 
side, as much as possible, we chose tech-
nologies that were browser independent and 
eliminated or minimized the need for brows-
er plug-ins.  All client side scripting was 
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done in javascript using only features of the 
HTML DOM (W3C, 2007) and javascript me-
thods, properties, and classes that were 
available in all of the most widely used 
browsers (Firefox 2 and 3 and Internet Ex-
plorer 7; Chrome had not yet been re-
leased).   

Design Objectives 

The primary objective of the analyst using 
the tool is to find a target PCL for each con-
taminant of concern at the site.  Usually the 
target PCL will be the lowest PCL of each of 
the individual species inhabiting the site. 

Before designing the interface, we listed the 
tasks that the user would complete in per-
forming a site analysis.  These tasks in-
cluded: 
1. Specification of analysis parameters to 

include: contaminant to be evaluated, 
species to be included in study, and PCL 
types to be computed (growth, repro-
duction, and/or mortality); 

2. Assessment of available data applicable 
to analysis specification, including: 
a. TRVs of contaminant available in 

database for species in study; 
b. Surrogates available for species 

missing TRV data; 
c. Food, water, and soil/sediment in-

gestion rates for each species; 
d. Solubility factors for contaminant 

used to compute accumulation in 
animal; 

3. Ability to supply missing values or over-
ride existing values (with source refer-
ence or justification) and have these 
new values automatically included in 
computations; 

4. Ability to sort resulting PCLs in order to 
quickly select lowest value.  Normally 
the lowest PCL of all of the species at 
the site is chosen as the target PCL, 
since it would be the worst case value; 

5. Generation of contaminant and species 
support documents that can be added as 
supplements to the analyst’s final report. 

Application Design 

Based on the task list, we broke the process 
down into two main steps: first, define the 
problem parameters, then second, allow the 
analyst to view and manipulate the available 
data and resulting calculations.  When an 
analysis is first initiated, the analyst is pre-
sented with a screen to select the habitat, 

which automatically defines the species to 
be evaluated; the contaminant, and the PCL 
types to be computed.  Habitat is chosen 
from a select box; contaminant may be cho-
sen either by CAS or chemical name from 
select boxes; PCLs for growth, reproduction, 
and mortality are individually selected using 
check boxes.  See Figure 2. 

To facilitate task 2 above (assessment of 
available data), we decided to give the pres-
entation of data and results a tabular or 
spreadsheet-like layout.  Values of the cho-
sen contaminant are presented at the top 
(Figure 3), while species specific values, 
TRVs, and PCL computations are presented 
in the table – one row per species and PCL 
type (Figure 4). 

To facilitate task 3, all modifiable values are 
placed in text boxes.  Color encoding of each 
cell background is used to indicate the 
source of the cell value.  White indicates that 
the value is found directly in the database; 
pale yellow is used for values calculated 
from other values found in the database; 
khaki is used for values entered by the user; 
and light green is used to indicate values 
that are calculated from analyst entered val-
ues (Figure 5).  When a user enters a value 
into a cell, all downstream values are imme-
diately recomputed and the backgrounds are 
color encoded; thus allowing the user to see 
the effects of a change.   

With respect to task 3, the user is also al-
lowed to add annotations to any cell that 
contains a user entered value – providing 
reference information or rationale about the 
new value (Figure 6).  This feature was 
deemed especially important for reviewers of 
an analysis in order to assess the validity of 
the change and ultimately the legitimacy of 
the resulting PCL. 

To support the analyst in collecting support 
documentation for the analysis (task 5), var-
ious entries on the data page were linked to 
Adobe Acrobat (pdf) formatted charts and 
descriptions.  Selecting the contaminant 
name opens a page describing the chemical 
and listing its quantitative properties.  Se-
lecting the species name opens a page de-
scribing the species, its quantitative proper-
ties and a picture of the species.  Selecting 
the habitat opens a document containing the 
food web for the selected habitat.  Once 
opened, each document may be saved on 
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the user’s local machine and packaged with 
the final site analysis report.  

To give the analyst flexibility in designing 
and presenting results, after all changes to 
the data page have been completed, the 
results may be exported.  When the user 
selects the “Export” button, its onClick event 
handler collects all on-screen data into a 
CSV format and sends it to the server via an 
Ajax post [Powell, 2008].  Upon receipt, the 
data is temporarily stored in a CSV format-
ted file and notification is sent back to the 
browser (again using Ajax) that the file is 
available.  The browser, upon receiving noti-
fication, redirects to the newly created file 
and it is opened using the browser’s default 
handler for CSV files.  For example, if the 
analyst is using MS Windows and has MS 
Excel installed, then the document is auto-
matically opened in Excel.  At this point the 
analyst can sort the data (task 4), eliminate 
any rows or columns deemed unimportant, 
and format the output according to needs. 

 

4. TESTING 

During development, beta versions of the 
site were presented to the Texas Ecological 
Working Group which is chaired by the Texas 
Commission on Environmental Quality Eco-
logical Risk Assessment Group. It is com-
prised of ecological risk professionals in fed-
eral and state government agencies, Univer-
sities and private consulting firms.  The site 
was also presented at the Texas Commission 
on Environmental Quality Trade Fair in 2007 
and 2008 as a preliminary preview and re-
quest for comments on the usefulness and 
applicability of the site.  Over two hundred 
conference participants attended the presen-
tation.  The general consensus was that the 
site provided a valuable and user-friendly 
risk assessment tool. Comments on the im-
provement of the site were evaluated for 
possible incorporation into the site.   

Many of the working group members re-
ported that they were able to use the sys-
tem with minimal training and expressed 
satisfaction with the design.  Using the ap-
plication, analysts generated PCLs in less 
than one half hour – a task that previously 
took two to three weeks to complete.  An 
additional benefit was that the application 
allowed risk assessors to run alternate expo-
sure scenarios during meetings, resulting in 

expedited decision making and superfund 
site closures. 

 

5. SUMMARY 

The preceding has described a successful 
implementation of a web-based “superfund” 
site analysis tool.  Challenges associated 
with the implementation were in two parts – 
database construction and user interface 
design.  The construction of a functional da-
tabase required extensive data cleansing.  
Novel ways to work-around missing data 
were defined by a committee of domain ex-
perts.  Entity resolution was accomplished 
by first sorting on species name (the most 
problematic field) to group similar names.  
These were usually corrected by a spelling or 
hyphenation change.  We then performed a 
join on species name columns found in the 
TRV and surrogateAssignment tables with a 
table of valid species names.  Those species 
names not matching a name in the list re-
quired correction – such as changing “Duck, 
Mallard” to just “Mallard”. 

To solve the missing data problem required 
domain experts.  A committee of experts 
provided formulas used to estimate missing 
adjustment multipliers.  When a value was 
missing at least one formula was always 
available.  For some values, multiple formu-
las were considered, with one selected for 
application based on the data available.  To 
work around the problem where toxicity re-
search was missing for a given species and 
contaminant, domain experts were asked to 
select surrogate species for which toxicity 
data was available.  They also defined map-
pings based on body weight in applying the 
surrogate data. 

With respect to the interface design of the 
chosen web architecture, the need for the 
analyst to see a “big picture” of the data was 
solved by creating a tabular, spreadsheet-
like presentation.  Like spreadsheet applica-
tions, changes in data were immediately 
cascaded to all downstream cells. Also, to 
highlight the effects on PCLs of analyst sup-
plied data, color encoding of the background 
was implemented.  The background colors 
designate values that have been supplied 
directly by the analyst, those values derived 
from other values in the database, and val-
ues derived from the analyst supplied val-
ues. 
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Additional features of the application include 
the ability to: save and retrieve work-in-
progress, export to a spreadsheet compati-
ble format, add reference annotations to 
user-supplied data, and generate support 
documentation. 

 

6. FUTURE WORK 

In a future version of the system, we plan to 
add a feature allowing analysts to submit 
new research data and/or challenge existing 
data.  Upon submission, the data would be 
reviewed by a panel of domain experts who 
would decide if the data should be added to 
the master database.  We consider the 
process similar in functionality and benefit to 
the GenBank (NCBI, 2009) process for sub-
mitting and collecting DNA sequences. 
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Appendix 

 

 
 

Figure 1 – PCL Computation Flow 

 

 

 

 
Figure 2 – Analysis Specifications 

 

 

 

 
Figure 3 – Chemical Header 
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Figure 4 – Species Data and Computations  

(In browser, images above appear as a single left to right table.) 

 

 

 

 

 
Figure 5 – Background Color Legend 
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Figure 6 – Cell Annotation Editor 
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