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Abstract  
 
Activity trackers such as FitBit and Apple Watch have become popular for collecting fitness and health 
data.  Few studies have examined privacy concerns and risks regarding the use of activity trackers and 
the sharing of personal fitness information (PFI).  This study presents findings from a survey of activity 
tracker users (n = 325) to explore the privacy concerns, perceptions, and habits of users.  Findings 
indicate that several factors impact the PFI data sharing habits of users, including understanding privacy 

policies, understanding device privacy settings, and the level of value placed on PFI.  Further, knowledge 
of privacy policies and settings had a clear impact on perceptions of the sensitivity and value of PFI.   
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1. INTRODUCTION 
 
Devices that are able to connect to a network and 
interact with other apps and devices are referred 
to as the Internet of Things (IoT).  Typical 
examples of IoT devices are smart phones, 

tablets, smart watches, activity trackers, home 
appliances, home assistants, smart cars, and 
smart parking meters.  The number of global IoT 

devices connected to the Internet has been 
increasing at a rapid pace, from 18.4 billion 
networked devices in 2018 to an estimated 29.3 
billion devices in 2023.  This includes multiple 

devices per person, with a global average of 2.4 
devices per individual in 2018 and an estimated 
increase to 3.6 devices per individual in 2023 
(Cisco, 2020). 
 

The Pew Research Center estimates that 60 
percent of all Americans engage in some sort of 
fitness tracking (Boran, 2017).  Many people own 
a wearable activity tracker such as a Fitbit, Apple 
Watch, Garmin, or Samsung Gear, and use 
associated mobile apps to track fitness and 

activity data. If worn continuously, these trackers 
can monitor the user 24/7, and collect a large 
amount of data.  Among IoT devices, activity 

trackers are among those that have the greatest 
number of sensors, which are capable of 
collecting sensitive information, such as step 
count, location, heart rate, exercise activities, 

distance travelled, calories burned, weight, and 
even sleep habits (Torre, Sanchez, Koceva, & 
Adorni 2018).   This can be a serious privacy 
concern. Collectively, the health-related data 
captured by activity trackers is referred to as 
personal fitness information (PFI).   
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Activity trackers fall into the category of IoT 

devices called wearables.  The term “wearable 
technology” refers to an electronic device or 
product which can be worn by a person to 

integrate computing into daily activity or work 
and use technology to avail advanced features 
and characteristics (PR Newswire, 2013). While 
wearables can conveniently provide access to an 
overabundance of PFI for individuals, there are 
potential privacy risks to consider. Scholars have 
been spreading the word about the risk of 

possible data loss, leakage, or compromise with 
self-tracing wearable technologies (Ajana 2017; 
Fotopoulou & O’Riordan 2016; and Lanzing 
2016).   
 

2. RELATED WORK 

 
Security risk is defined as a “circumstance, 
condition, or event with the potential to cause 
economic hardship to data or networked 
resources in the form of destruction, disclosure, 
modification of data, denial of service, and/or 
fraud, waste and abuse” (Balta-Ozkan et al., 

2013).  In the U.S., citizens’ Constitutional right 
to privacy is implied in the language of the 4th 
Amendment, where it states: “The right of the 
people to be secure in their persons, houses, 
papers and effects, against unreasonable 
searches and seizures, shall not be violated” 
(Legal Information Institute, n.d.).  While some 

studies have found that users of wearable devices 
are concerned with privacy (Fuller et al., 2017; 

Seguar Anaya et al., 2018; Vitak et al., 2018), 
others suggest that individuals have low levels of 
concern when it comes to disclosing information 
collected with wearable devices (Lehto & Lehto, 

2017; Motti & Caine, 2015; Truong, 2019).   
 
Vitak et al. (2018) studied 361 activity tracker 
users to understand how concerns about privacy 
affected users’ mental models of personal fitness 
information (PFI) privacy.  The study found that 
the majority of users were lacking general 

knowledge about how fitness companies collect, 
store, and share activity data.  Vitak et al. (2018)  
found no significant relationships between user’s 
disclosure of activity data and privacy concerns.  

They note that this finding echoes another study 
that found that the privacy paradox does exist 
and attributes it largely to the apathy of Internet 

users who do value privacy, but feel that once 
information is shared, it is out of their control 
(Hargittai & Marwick, 2016).  
 
Lehto and Lehto (2017) conducted a qualitative 
study focused on user experiences of using a 

wearable device and associated privacy concerns.  
The study found that information collected with 

wearable devices was not perceived by 

participants as sensitive or private, although 
health information stored in medical records was 
considered to be very sensitive and private.  This 

disconnect is of increasing concern as more 
health information that was only stored in medical 
records is now being stored in a variety of places 
including activity trackers, mobile apps, and cloud 
services. 
 
Torre et al. (2018) conducted a study on FitBit 

wearables and associated mobile apps, including 
FitBit’s own app and the Lose It! app.  They found 
that during installation of the FitBit app, which is 
required in order to use the device, users are 
prompted to allow a number of permissions on 
their smart phone including: identity, contacts, 

location, SMS, photos/media, camera, Bluetooth, 
and device ID/call information. Installation 
requires name, gender, height, weight, and 
birthday as mandatory inputs.  The study’s 
findings illustrate the privacy risks for FitBit data 
due to the possibility of using shared data to 
correlate to third party app data or infer 

undisclosed personal information. 
 
One privacy risk with wearable devices and the 
associated services is that individuals may not 
understand how their information is stored and 
handled (Patterson, 2013).  Further, it is possible 
that risk awareness regarding the uses of health 

information data, even in aggregate form, is not 
well understood by users.  In fact, device 

manufacturers of activity trackers have claimed 
that health and fitness data of users is de-
identified and aggregated, and therefore does not 
pose a privacy risk (FitBit, n.d.).  FitBit’s privacy 

policy, for example, states “We may share non-
personal information that is aggregated or de-
identified so that it cannot reasonably be used to 
identify an individual” (FitBit, n.d., para. 21).  
However, this can be misleading to users who 
may not know that there are often ways to re-
identify this data if it was only partially 

aggregated or aggregated in ways that might be 
possible to reverse engineer.  Any partial 
demographic data that can be associated with the 
anonymized data could allow for reidentification 

(Na et al., 2018). 
 
Machine learning can also be used for 

reidentification of de-identified and aggregated 
health information collected from activity trackers 
(Na et al., 2018). Na et al. (2018) conducted a 
cross-sectional study of national physical activity 
data collected for 14,451 individuals between 
2003 and 2006.  The data sets included fitness 

data such as step count that was collected from 
activity trackers.  Though this data was de-
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identified and partially aggregated, the authors 

were able to use machine learning to re-identify 
individuals by learning their daily footstep 
patterns via 20-minute-level physical activity 

data and connecting those patterns to 
demographic data.  Approximately 95% of adults 
and 80% of children in the study were 
successfully identified (Na et al., 2018). 
 
Another privacy risk is that increasing quantities 
of health data are being created outside of the 

protection of the Health Insurance Portability and 
Accountability Act (HIPAA).  This includes data 
generated via activity trackers and mobile health 
apps as well as other social media (Glenn & 
Monteith, 2014).  The companies that collect this 
health data include data brokers and Internet 

companies, often combining this data with other 
known information about users and then sell it for 
advertising or other purposes (Pinchot et al., 
2018).  In some cases, employers have begun to 
collect heath data on employees and treat it in 
similar fashion (Brown, 2016).  
 

A final privacy risk of activity trackers is that 
location information can be used to track an 
individual or locate sites that an individual 
frequently visits.  For example, location 
information from activity trackers published as a 
heat map by Strava.com, an exercise-focused 
social network, has been used to identify the 

location of military sites (Perez-Pena & 
Rosenberg, 2018).   

 
3. CURRENT STUDY 

 
While it is clear that there are risks to data privacy 

for users of activity trackers, these devices 
continue to grow in popularity and use.  The 
global market for activity trackers was valued at 
$17.9 million in 2016 and is forecasted to grow 
19.6% by 2023 (Loomba & Khairnar, 2018).  
Even for users who express concern for privacy, 
there is often a mismatch between attitude and 

behavior.  This is known as the privacy paradox, 
and has been studied extensively in relation to 
the use of social media (Acquisti & Gross, 2006; 
Barnes, 2006; Kokolakis, 2017; Taddicken, 

2014). 
 
The purpose of this study is to explore data 

privacy concerns, perceptions, and habits among 
users of activity trackers.  The first research 
question will explore a number of factors related 
to PFI privacy: 
 
RQ1:  What are activity tracker users’ PFI privacy 

concerns, perceptions about PFI sensitivity, 
perceptions about PFI value, understanding of 

privacy settings, understanding of privacy 

policies, and PFI data sharing habits? 
 
The second research question probes further by 

examining the relationship between these 
concerns, perceptions, and habits: 
 
RQ2:  What is the relationship between activity 
tracker users’ PFI privacy concerns, perceptions 
about PFI sensitivity, perceptions about PFI value, 
understanding of privacy settings, understanding 

of privacy policies, and their PFI data sharing 
habits? 

 
4. RESEARCH METHODOLOGY 

 
This study used an electronic survey consisting of 

20 quantitative questions.  The sample (n=325) 
for the study includes adults 18 and older who 
have used an activity tracker such as a FitBit, 
Apple Watch, etc.  Participants were first asked 
about their frequency of use for their activity 
tracker, specifically asking for the average 
number of days (on a scale from 0 to 30) they 

wear their tracker in a typical month.  Participants 
were then asked a set of questions focusing on 
their privacy concerns, a set of questions focusing 
on their PFI data sharing habits, a set of questions 
focused on their understanding of privacy settings 
for their activity tracker, and questions regarding 
their understanding of the privacy policy and data 

sharing activities of the company that makes their 
activity tracker, their perception of the sensitivity 

of PFI data, and their perception of the value of 
PFI data.  
 
Mobile User’s Information Privacy Scale 

(MUIPC) 
To measure the participants’ privacy concerns 
regarding activity trackers and their associated 
mobile apps, we used the Mobile Users’ 
Information Privacy Scale (MUIPC) that was 
developed by Xu et al. (2012).  MUIPC was 
developed as an evolution of two prior scales 

focused on privacy: the Concern for Information 
Privacy (CFIP) scale developed by Smith et al. 
(1996) to measure individuals’ concern about 
organizational privacy and the Internet User’s 

Information Privacy (IUIPC) scale, developed by 
Malhotra et al. (2004) to adapt CFIP to an online 
environment for Internet users concerned about 

information privacy (Malhotra et al., 2004; Smith 
et al., 1996; Xu et al., 2012).  MUIPC is a 9-item 
scale that was developed “to reflect mobile users’ 
concerns about information privacy” (Xu et al., 
2012, p. 13).  Items were measured on a five-
point Likert scale anchored with “Strongly 

disagree” = 1 and “Strongly agree” = 5.  The 
scale includes three dimensions: perceived 
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surveillance, perceived intrusion, and secondary 

use of personal information (Xu et al., 2012).  
Perceived surveillance has been defined as, “the 
watching, listening to, or recording of an 

individual’s activities” (Solove, 2006, p. 490).  
Perceived intrusion is defined as, “invasive acts 
that disturb one’s tranquility or solitude” (Solove, 
2006, p. 491).  Table 1 shows the items used for 
the MUIPC scale. 
 

Perceived Surveillance (SURV) 

(1) I believe that the location of my activity 
tracker is monitored at least part of the 
time. 

(2) I am concerned that the mobile app 

associated with my activity tracker is 
collecting too much information about me. 

(3) I am concerned that mobile apps may 
monitor my activities on my activity 
tracker. 

 

Perceived Intrusion (INTR) 

(4) I feel that as a result of my using an 
activity tracker, others know about me 
more than I  

am comfortable with. 

(5) I believe that as a result of my using an 
activity tracker, information about me that 
I consider private is now more readily 
available to others than I would want. 

(6) I feel that as a result of my using an 
activity tracker, information about me is 

out there that, if used, will invade my 

privacy. 
 

Secondary Use of Personal Information 
(SUSE) 

(7) I am concerned that mobile apps with 
access to my activity data may use my 
personal information for other purposes 
without notifying me or getting my 
authorization. 

(8) When I give personal information to use 
mobile apps, I am concerned that apps 

with access to my activity data may use my 
information for other purposes. 

(9) I am concerned that mobile apps with 
access to my activity data may share my 

personal information with other entities 
without getting my authorization. 
 

Table 1: Adapted Mobile Users’ Information 
Privacy Scale (MUIPC) 
Note: Adapted from Xu et al. (2012) 
 
The MUIPC scale has good internal consistency, 

with a Cronbach alpha coefficient above .7 

reported for all three subscales (Xu et al., 2012; 

Degirmenci et al., 2013).   
 
PFI Data Sharing Habits (SHARE) 

As personal fitness information (PFI) can often 
include sensitive data that users may not want 
shared in certain contexts, it was important to 
understand how respondents disclose PFI in an 
online environment.  We adapted three yes/no 
questions from Vitak et al. (2018) that focused on 
activity tracker data sharing habits.  Respondents 

were asked whether they had (1) shared fitness 
data online, (2) configured their tracker to 
automatically post fitness data online, and (3) 
shared fitness data with other users.  These three 
items were reported individually and averaged to 
create an index of PFI data sharing habits. 

 
Understanding of Privacy Settings (SET) 
Users of activity trackers may not always know 
how to review and configure privacy settings on 
their devices.  Or, users may be aware of how to 
configure privacy settings but do not make an 
effort to do so.  Two items were used to measure 

understanding of the privacy settings of their 
activity tracker.  Respondents were asked (1) 
how confident they are that they understand how 
to use the privacy settings of their activity tracker 
(measured on a scale from 0 = not at all confident 
to 100 = very confident) and (2) how much effort 
they have put into reviewing and configuring 

privacy settings of their activity tracker 
(measured on a scale from 0 = no effort to 100 = 

much effort).  These two items were averaged to 
create an index of understanding of privacy 
settings. 
 

Understanding of Privacy Policies (POL) 
Many companies have data sharing policies and 
practices that allow users’ personal data to be 
shared, individually or in aggregate, with third 
parties.  To address this important concept, we 
adapted one question from Vitak et al. (2018) 
that asked respondents how confident they are 

that they understand the privacy policy and data 
sharing practices of the company that makes their 
activity tracker.  This question was measured on 
a scale from 0 = not at all confident to 100 = very 

confident. 
 
Perception of PFI Sensitivity (SENS) 

It is important to understand how respondents 
feel about PFI in relation to other types of 
personally identifiable information (PII).  To 
address data sensitivity, we asked respondents 
how concerned they would be if their activity 
tracker data were compromised (such as via a 

security breach).  Responses were measured on 
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a scale from 0 = not at all concerned to 100 = 

very concerned.   
 
Perception of PFI Value (VAL) 

To address data value, respondents were asked 
how valuable their activity tracker data is to 
them, in comparison to other types of PII, such 
as financial data.  Responses were measured on 
a scale from 0 = not at all valuable to 100 = very 
valuable.  Both questions were adapted from 
Vitak et al. (2018).  

 
Sample 
The sample for this study was obtained via 
Amazon Mechanical Turk (MTurk), a 
crowdsourcing tool that has been used 
extensively by academic researchers for survey 

research and allows access to a pool of 
participants that meet inclusion criteria (Lovett, 
2018; Redmiles et al., 2017).  This tool allows a 
survey to be posted with a specified 
compensation amount.  For short surveys, the 
compensation amount per survey completion is 
typically between $.10 and $.50 (Lovett, 2018).  

This study provided compensation within the 
recommended range.  Redmiles et al. (2017) 
found that samples from MTurk studies are 
largely representative of the entire U.S. 
population and are comparable to census web-
panel and telephone survey respondents.  
However, they also note that respondents on 

MTurk differ from their demographic peers in their 
online skill and experience level (Redmiles et al., 

2017).  This higher level of online skill and 
experience should be taken into account for a 
study focused on mobile device and Internet 
privacy issues. 

 
The survey used in this study was created in 
Question Pro and posted on Amazon Mechanical 
Turk targeting between 300-350 responses.  Data 
was collected in April 2020.  A total of 386 people 
started the survey, but 325 (84%) participants 
completed usable surveys. 

 
4. FINDINGS 

 

Age 

Range 

No. of 

Participants 

Percentage 

18-24 52 16% 

25-34 172 52.9% 

35-44 55 16.9% 

45-54 34 10.5% 

55-64 8 2.5% 

Above 64 4 1.2% 

Table 2: Participants by Age 
 

Of the participants who completed the survey 

(n=325), the majority of the participants were in 
the 25-34 year old range.  We did, however, have 
four participants above 64 years old.  Table 2 is 

details the breakdown of the ages. 
 
The participants came from a variety of countries, 
with the majority of participants, 56.9%, from the 
United States and significant numbers of 
participants from India, 18.5%; Brazil, 7.7%; and 
Canada, 3.4%, as shown in Table 3. The 

remainder of participants, 13.5%, came from a 
variety of other countries including France, Spain, 
Columbia, and Venezuela.   
 

Country Frequency Percentage 

United States 185 56.9% 

India 60 18.5% 

Brazil 25 7.7% 

Canada 11 3.4% 

Other (17 
countries) 

44 13.5% 

Table 3: Participants by Country 

 
The average days per month that the participants 
used their activity tracker was between 21-30 
days.  This indicates that the sample included 
users who actively used their activity trackers. 
Table 4 shows the breakdown of usage: 

 

Days Per 
Month 

No. of 
Respondents 

Percentage 

0-10 days 41 12.6% 

11-20 
days 

112 34.5% 

21-30 
days 

172 52.9% 

Table 4: Activity Tracker Usage by Days per 
Month 
 
Addressing RQ1 
RQ1 asked “What are activity tracker users’ PFI 
privacy concerns, perceptions about PFI 
sensitivity, perceptions about PFI value, 

understanding of privacy settings, understanding 
of privacy policies, and PFI data sharing habits?”  
PFI privacy concern (MUIPC) was measured using 
the MUIPC scale.  Of the 325 respondents, 296 

had completed all questions used in the scale and 
were included in the index.  The scale showed 
good internal consistency (Cronbach’s a=.89). 

The median value of the index score was used to 
divide the users into high and low privacy concern 
categories.  As shown in Figure 1, the high and 
low concern categories were nearly equally split, 
with low concern having a slight edge (50.9%) 
over high concern (49.1%).  This result clearly 

showed that there was not a strong level of 
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opinion regarding privacy concern, in either 

direction, for this sample.  The majority of the 
respondents had an average score that fell into 
the Neutral response category (mean = 3.52, 

median = 3.67).  

  
Figure 1: MUIPC Index Showing High and Low 
Privacy Concern Categories 
 
PFI sensitivity (SENS), PFI value (VAL), 
understanding of privacy policies (POL), and 
understanding of privacy settings (SET) were 

each measured on a sliding scale of 0 to 100. 
Table 5 shows the breakdown of responses for 
each of these variables. 
 

Response SENS VAL POL SET 

0 to 20 34 55 59 38 

21 to 40 42 67 58 62 

41 to 60 75 86 68 83 

61 to 80 86 63 83 75 

81 to 100 78 52 55 33 

Mean 59.8 50.9 52.6 50.7 

Median 61 50 52 50.5 

Table 5: Breakdown of Responses for SENS, 
VAL, POL, and SET 
 

 
Figure 2: PFI Privacy Perceptions and Habits 
 

Figure 2 visually depicts the breakdown of 

responses.  The mean is near the midpoint of the 
scale for all four variables, though PFI sensitivity 
is skewed very slightly more toward the higher 

end of the scale. 
 
Three questions on the survey addressed the PFI 
data sharing habits of respondents. Of the 325 
participants, 112 never shared any information at 
all.  Forty-three participants shared at least one 
aspect.  Fifty-nine respondents shared at least 

two aspects, and 94 participants shared 
everything.  Seventeen respondents did not 
answer the questions. 
 
Table 6 shows the breakdown of the data sharing 
habits: 

 

Amount of 
Sharing 

Frequency Percent 

0% (nothing) 112 34.5% 

33% (1 part) 43 13.2% 

66% (2 parts) 59 18.2% 

100% (3 
parts) 

94 28.9% 

No answer 17 5.2% 

Table 6: PFI Data Sharing Habits 
 
An interesting point about this table is that there 

are about the same number of participants who 
share nothing (112) as those that share 
everything (94).  An inverted bell curve as shown 

in Figure 3 visually demonstrates the breakdown. 
 

 
Figure 3: PFI Data Sharing Habits of Participants 

 
Addressing RQ2  
RQ2 asked, “What is the relationship between 
activity tracker users’ PFI privacy concerns 
(MUIPC), perceptions about PFI sensitivity 
(SENS), perceptions about PFI value (VAL), 

understanding of privacy settings (SET), 
understanding of privacy policies (POL), and their 
PFI data sharing habits (SHARE)?”  Relationships 
between the privacy factors were investigated 
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using the Pearson’s product-moment correlation 

coefficient.   
 
Impacts on PFI Data Sharing Habits 

(SHARE) 
There was a statistically significant, negative 
correlation between understanding of privacy 
policies (POL) and PFI data sharing habits 
(SHARE), r = -.139, n = 307, p < .05. This 
indicates that high levels of understanding of 
privacy policies were associated with low levels of 

PFI data sharing habits.  Additionally, there was 
a statistically significant, negative correlation 
between understanding of privacy settings (SET) 
and PFI data sharing habits (SHARE), r = -.251, 
n = 284, p < .001. This indicates that high levels 
of understanding of privacy settings were 

associated with low levels of PFI data sharing 
habits.  This clearly shows that the more 
understanding a user has of the privacy policies 
in place for the company that makes their activity 
tracker, and the more knowledgeable a user is of 
the device’s privacy settings, the less likely they 
will be to share PFI data online.  

 
A statistically significant, negative correlation was 
also found between perceptions of PFI value and 
PFI data sharing habits, r = -.284, n = 306, p < 
.001. This indicates that high perceptions of PFI 
value were associated with low levels of PFI data 
sharing habits.  So, the more value that a user 

placed on PFI, the less likely they were to share 
PFI data online. 

 
Notably, there was no correlation found between 
the respondents’ PFI privacy concern (as 
measured by MUIPC) or PFI sensitivity and PFI 

data sharing habits. 
 
Impacts of Understanding Privacy Policies 
(POL) and Device Privacy Settings (SET) 
There was a statistically significant correlation 
between understanding of privacy policies (POL) 
and PFI sensitivity (SENS), r = .191, n = 313, p 

< .005. This indicates that high levels of 
understanding of privacy policies were associated 
with high perceptions of PFI sensitivity.  There 
was also a statistically significant correlation 

between POL and PFI value (VAL), r = .383, n = 
321, p < .001. This indicates that high levels of 
understanding of privacy policies were associated 

with high perceptions of PFI value.  There was a 
statistically significant correlation between 
understanding of privacy settings (SET) and PFI 
sensitivity (SENS), r = .334, n = 292, p < .001. 
This indicates that high levels of understanding of 
privacy settings were associated with high 

perceptions of PFI sensitivity.  Additionally, there 
was a statistically significant correlation between 

SET and PFI value (VAL), r = .542, n = 296, p < 

.001. This indicates that high levels of 
understanding of privacy settings were associated 
with high perceptions of PFI value.  Lastly, there 

was a strong, statistically significant correlation 
between POL and SET, r = .702, n = 296, p < 
.001. This indicates that high levels of 
understanding of privacy policies were associated 
with high levels of understanding of privacy 
settings.   
 

The more knowledgeable a user was on privacy 
policies, the higher they valued PFI and the higher 
they found PFI’s sensitivity in comparison to other 
types of data.  Additionally, the more 
knowledgeable a user was on privacy policies, the 
more likely they were to be knowledgeable on 

privacy settings on their device.  The inverse was 
also true; the more knowledgeable a user was on 
the privacy settings of their device, the more 
knowledgeable they would be of privacy policies 
and the higher they valued PFI and the higher 
they found PFI’s sensitivity. 
 

Another interesting significant finding was related 
to POL.  There was a statistically significant, 
negative correlation between POL and privacy 
concerns (MUIPC), r = -.132, n = 296, p < .05. 
This indicates that high levels of privacy concern 
were associated with low levels of understanding 
of privacy policies. 

 
Impacts on Privacy Concerns (MUIPC) 

There was a statistically significant correlation 
between PFI data sensitivity (SENS) and MUIPC 
(r = .366, n = 286, p < .001) and PFI value (VAL) 
and MUIPC (r = .166, n = 294, p < .005).  This 

indicates that high perceptions of PFI data 
sensitivity and data value were associated with 
high levels of privacy concern. 

 
5. CONCLUSIONS 

 
First, the authors acknowledge some possible 

limitations to this research.  The use of Amazon 
Mechanical Turk (MTurk) for data collection may 
have introduced a limitation in that users of 
MTurk often skew toward the online-savvy, which 

could impact the generalizability of results if 
participants had more online experience and 
perhaps used this experience to more readily find 

and learn about privacy policies and settings for 
their activity trackers (Redmiles et al., 2017).  
Future studies could minimize this potential bias 
by utilizing a sample that is not skewed in terms 
of online experience and may better represent a 
general audience of activity tracker users.  

Additionally, volunteer response bias is always a 
possibility when conducting an online survey, and 
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this could be exacerbated by paying participants 

via MTurk.  This bias could result in 
overrepresentation of participants with strong 
opinions on the survey topic.   

 
The participants surveyed showed an interesting 
mix of privacy factors related to the use of 
wearable activity trackers.  Participants were 
active users of activity trackers, with the majority 
using a tracker between 21 and 30 days in an 
average month.  They showed a neutral stance in 

terms of overall privacy concern for PFI, with the 
majority of participants averaging a neutral score 
on the MUIPC scale.  Their PFI data sharing habits 
were somewhat dichotomous, with the majority 
of participants either sharing no PFI online (35%) 
or sharing all aspects of PFI data online (29%). 

 
Findings indicated that the factors that 
significantly impacted activity tracker users’ 
personal fitness information (PFI) data sharing 
habits (SHARE) included understanding privacy 
policies (POL), understanding privacy settings on 
the device (SET), and the level of value they 

placed on PFI data (VAL).  Each of these factors 
had an inverse relationship with data sharing 
habits, meaning that the more a user understood 
privacy policies and settings, and the more they 
valued PFI, the less likely they were to share PFI 
online.  Their level of privacy concern (as 
measured by MUIPC) and the level of sensitivity 

they placed on PFI in comparison to other types 
of data (SENS) did not have any impact on data 

sharing habits (SHARE).  As privacy concern did 
not have an impact on data sharing habits, there 
is no support from these results for the concept 
of a privacy paradox for IoT wearables such as 

activity trackers.  
 
Additionally, knowledge of privacy policies (POL) 
and device privacy settings (SET) for activity 
trackers had a significant impact on both 
perceptions of PFI sensitivity (SENS) and PFI 
value (VAL).  There was a clear connection 

between this knowledge and how sensitive or 
valuable a user found PFI.  This could indicate that 
a user gains a clearer understanding of the types 
of risks associated with disclosure of PFI via the 

knowledge gained by learning more about the 
company’s privacy policies and settings that are 
available to secure PFI data on an activity tracker 

device.  There was also a significant inverse 
relationship between knowledge of privacy 
policies (POL) and level of privacy concern 
(MUIPC) such that as knowledge of privacy 
policies increased, the level of privacy concern 
decreased.  This could be interpreted that privacy 

policies were found to be reassuring to users and 
thus decreased their concerns about PFI privacy. 

 

Higher perceptions of the sensitivity and value of 
PFI had a significant impact on privacy concern.  
This logically shows that the higher the 

importance a user placed on PFI, the more 
concerned they were about PFI privacy.  
However, as PFI privacy concern was not shown 
to have impacted data sharing habits, the results 
of this study did not support the idea of a privacy 
paradox for PFI shared via activity trackers. 
 

While this study has shed some insights on PFI 
privacy concerns, perceptions, and data sharing 
habits, additional work is warranted.  We are 
moving into an era where personal fitness 
information (PFI) can be auto-generated by a 
variety of IoT wearables and other devices and 

used, individually or in aggregate, in ways that 
users may not anticipate.  This kind of data can 
potentially be used to evaluate healthcare and 
insurance applications and claims, as well as 
other employer-sponsored programs.  Other 
applications for this type of data may not have 
been discovered yet, but could prove to be a 

privacy risk for individuals.  It is imperative that 
users of IoT wearables, such as activity trackers, 
are empowered with knowledge about the PFI 
privacy risks, and also the policies and settings 
that can be used to mitigate those risks. 
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