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Abstract 
 
An earlier study investigated the use of a computer tool in Systems Analysis versus manual analysis techniques.  Ex-
pected improvement in user performance through the use of the tool versus manual techniques was not realized.  Re-
search in multi-tasking environments seems to indicate that the reward or expected reward for the tool user may have 
more influence on the project outcome then the properties of the development tool. 
 
This paper analyzes the results of an experiment that measured the change in skill level in junior and senior level col-
lege students in the Systems Analysis and Design classes during the spring 2001 semester.  Each student was tested on 
the use of the tool, provided with instruction on advanced features and given practice exercises to perform. 
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A number of researchers have studied the psychologi-
cal aspects of performing multiple tasks and how per-
formance may be degraded by the human information 
processing overload that may result from multi-task 
processing.  “Information resources such as computer 
systems are typically used in tasks to improve task 
outcomes . . . such results are not always realized” 
(Collins, 1993 p. 18).  Collins (1993) contends that 
tasks that have inconsistent information processing 
requirements will not be able to develop automatic 
processes.  Tasks should be specifically chosen to 
present a high-order consistency of information proc-
essing requirements so that automatic processing can 
develop.  Students should be asked to make highly 
similar decisions about similar situations if automatic 
processing development is desired (Collins, 1993).  
Tasks that do not become automatic take conscious 
attention and will cause a decrease in performance for 
individuals faced with multiple tasks (Thorngate, 
1976).   
 
Schneider and Fisk (1982) found subjects performing 
dual task processing experiments could complete mul-
tiple tasks without performance degradation if they 

were able to achieve automatic processing.  If the 
processing had not become automatic significant dec-
rements in performance occurred despite intensive 
training on the task performance.  Collins (1993) reit-
erated that degradation in dual task performance may 
be avoided if information technology use can become 
automatic. 
 
During the testing of an artificial intelligence tool 
designed to support student systems analysts, the deg-
radation caused by multitasking was observed (Gwinn 
2000).  The expected performance improvement using 
a software tool in a second test (2) over an initial test 
(1) was expected to parallel or exceed manual per-
formance.  The manual performance started with a 
score of 35.9 and improved to 48.4.  The tool per-
formance started at 36.5 and decreased to 32.8 as 
shown in Figure 1 below. 
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Figure 1.  Tool Performance Comparison 

The conclusions postulated that the incentive given 
students in the first experiment was unable to compete 
with overriding demands of the end-of-semester 
crunch.  The original incentive was to offer every 
student participating in the experiment five bonus 
points to be added to their semester grade.  The bonus 
was for participation and not tied to performance.  It 
was speculated that perhaps a change in the incentive 
to a merit or performance based award of bonus points 
would make a difference in software tool performance.  
 
This study focused on the reward aspect in testing for 
mastery of computer software tools as applied to ap-
plication design.  In order to further investigate the 
influence of the reward system, analysis and design 
students were given the more familiar Microsoft AC-
CESS 2000 database to use as a rapid application de-
velopment tool in their information system analysis 
and design classes.   An experiment was conducted to 
measure the difference in mastery of the tool at course 
entry and course exit. 
 
1.  EXPERIMENT 
 
A baseline Access skills assessment was administered 
using the Course Technologies Access Skill Measure 
online software knowledge test.  This was done to 
establish the degree of familiarity and application 
knowledge students in Systems Analysis and Design 
classes retained from their introduction to computing 
and database courses.  During the spring 2001 semes-
ter, thirty-six students received instruction in applica-
tion design using both manual and computer rapid 
application development techniques.  MS ACCESS 
served as the computerized application prototyping 
tool.  Each Student completed an ACCESS skill test 
for the beginning, intermediate and advanced level.  
The three scores were averaged to arrive at the per-
formance score for the student.  Bonus points were 
awarded base on participation + improvement on each 
skill level.  If a student demonstrated improvement on 
all three levels, the maximum number of bonus points 
was awarded.  The skills tests were administered in a 
computer classroom to the group as a whole.  Each 
student was allowed 90 minutes to complete all three 
skills tests.  The skill test software automatically re-
corded each student’s score on each test.  The tests 

appeared in basic, intermediate and advanced skill 
sequence. 
 
Once the initial test scores were established each stu-
dent received five lectures on using access as a rapid 
application development prototyping tool.  Each stu-
dent completed a sample exercise and then used AC-
CESS to complete their term project.  After the stu-
dents completed their analysis and design term pro-
jects the Skill Measure software was again adminis-
tered and the ending level of performance compared to 
the entry level of performance.  Again all three skills 
levels, basic, intermediate and advanced, were meas-
ured.  Thirty-two students completed the experiment 
participating in both entry and exit tests. Two of the 
original thirty-six students dropped the class and two 
others were absent on the day the second test was 
administered.  Care was taken to insure the second 
skill test occurred during the same week at the end of 
the semester as the earlier experiment to duplicated, as 
much as possible, the end-of-semester stress and stu-
dent work load (see Figure 2 below). 

 

Figure 2.  Experiment Layout 

Hypothesis Testing 
The experiment was designed to test the null hypothe-
sis that the use of a merit based award of bonus points 
would not effect the average results scored on the 
post-test (test 2) and they would be not significantly 
different from the pre-test (test 1) results.  This hy-
pothesis was expressed as: 
 

H0:  The test 2 mean score will be less than 
or equal to the test 1 mean score. 

H1:  The test 2 mean score will be greater 
than the test 1 mean score. 

 
A significant difference between test results would 
result in rejection of the null hypothesis H0. 
 
 
2.  EXPERIMENT RESULTS 
 
The experimental results were analyzed using a paired 
student’s t test. The result of t(0.05, 31) = 8.0076  ; 
p=2.420E-8 caused the rejection of the null hypothe-
sis:  
 

H0:  The test 2 mean score will be less than 
or equal to the test 1 mean score. 
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The test 2 mean score 77.37 was significantly different 
and greater than the test 1 mean score of 61.77.  The 
initial expectation that the use of a performance based 
incentive would overcome end-of-semester apathy and 
reflect the normal positive learning effect from repeat-
ing similar tasks over time appeared to be supported 
by these results. 
 
The skills test recorded scores for the students’ basic 
intermediate and advanced ACCESS skills.  The basic 
and intermediate skills were initially gained in earlier 
introduction and database courses.  The systems 
analysis course work served to further hone those 
skills.  The advanced skills associated with using mac-
ros and visual basic for applications modules to pro-
duce custom user applications were taught exclusively 
in the systems analysis and design course.  A second 
question was generated to look at the advanced skill 
performance change over the semester.  The null hy-
pothesis was that the reward system would have no 
effect on the advanced level performance difference 
between test 1 and test 2. 

 
H20:  There will be no difference in ad-
vanced skill performance between test 1  
and test 2. 
 
H21:  Performance reflected in test 2 will 
show an increase over the performance level 
achieved on test 1.  
 

A significant difference between test results would 
result in the rejection of the null hypothesis H20. 
 
The paired student’s t test was used to compare the 
test 1 and test 2 results at the advanced skill level.  
Hypothesis H20 was rejected based on the paired stu-
dent’s t test result of: t(0.05, 31) = 7.0351; p= 
3.35968E-08.  The test 2 average score of 71.8 was a 
clear improvement over the test 1 average score of 
50.25.  Improvements in new skills as well as im-
provements in prior skills were reflected in the ex-
perimental results. 
 
 
3.  CONCLUSIONS 
 
This research provides further insight into the impact 
of a merit rewards system vice a level reward system 
in student performance and achievement using soft-
ware tools.  The earlier experiment indicated student 
mastery of software skills but reflected low perform-
ance marks versus manual analysis and design skills.  
Instruction in the use of the tool and practice in tool 
use did not result in the positive learning curve ex-
pected for repeating similar tasks.  One of the reasons 
postulated for this result was that the level reward 
system used in the earlier experiment could not com-
pete with end-of-semester stress and course demands.  
The aim of this experiment was to focus on the effect 

of a merit reward in student performance using a soft-
ware tool for analysis and design.  The improvement 
reflected in the experimental results was similar to the 
improvement generalized by the learning curve when 
repeating similar tasks.  It appears this result will be 
achieved if the reward system can focus or hold the 
students attention.  The original experiment failed in 
this respect because of a level reward.  The students 
could achieve the reward by simple participation and 
as a result, placed less emphasis on second test per-
formance then simply completing the task and moving 
on to another activity with a higher perceived reward.  
The merit reward based on the level of performance, 
employed in this experiment, appeared to hold the 
students’ focus on the task at hand resulting in an in-
crease in performance. 
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