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Abstract 
 
This paper describes my experiences teaching a unit on Extraction, Transformation, and Load-
ing as part of a course on Data Warehousing. After a brief discussion of the process in general, 
it concentrates on one of the more interesting parts of that process, Data Cleansing. Some of 
the problems that may occur during Data Cleansing are discussed as well as some of the tech-
niques that might be used to address them. Student exercises, some elementary, some more 
challenging, are presented and discussed. Finally, the paper addresses some of the problems I 
encountered and possible future work. 
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1. INTRODUCTION 
 
A central concern in any data warehousing 
initiative is the population of the warehouse 
with data from multiple, heterogeneous data 
sources.  This process is commonly referred 
to as “extraction, transformation and loading 
of data” or “ETL.”  Clearly, these ETL con-
cerns must also be of central interest to the 
teaching of a course in data warehousing. 
This paper will briefly discuss ETL in general 
in Part 2 and then, in Part 3, will concentrate 
on some of the specific problems that must 
be addressed during one particular phase, 
the “scrubbing” or “data cleansing” phase. 
Data Cleansing is generally very interesting 
to students because the problems associated 
with it are easily (and sometimes humor-
ously) presented.  
 
After discussing some of these problems, the 
paper will look at some of the possible tools 
and techniques that might be used to ad-
dress them.  Part 4 will present some exer-
cises that proved useful in the course; part 
5, will address some of my experiences 

while teaching the subject and part 6 will 
present some future plans. 
 

2. ETL IN A NUTSHELL 
I prefer the term “data migration” to de-
scribe the process by which a data ware-
house is initially populated and subsequently 
updated. I view it as several separate but 
interdependent steps: 
 
Extraction: The extraction of data from a col-
lection of usually heterogeneous sources.  
Sources of data might include ASCII files; 
legacy databases; mainframe data perhaps 
in VSAM files or other proprietary systems; 
files formatted for commercial DBMS’, both 
relational and otherwise, and possibly even 
the Internet  
 
Conditioning:(sometimes called data trans-
formation): The conversion of data from the 
source data type to the target data type. 
Examples might include changing EBCDIC to 
ASCII; packed decimal to float etc. We may 
also include in this step some other trans-
formations like changing “M” to “Male.”  
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Conditioning is pretty much mechanical and 
easy to automate. 
 
Scrubbing: (sometimes called data clean-
sing): Making sure that the data meets all 
the validation rules that have been decided 
upon by the warehouse designers. Problems 
that can arise during this step include null or 
missing data; violations of data type (as, for 
example, the placement of numeric data in 
non-numeric fields or visa-versa); non-
uniform date formats; invalid data (a sup-
plied zip code must actually exist and must 
be correct for the given city and state), and 
many others. Data Scrubbing is the major 
topic of this paper. 
 
Transformation: putting the data into a 
form that is more appropriate for data min-
ing operations. Some of the actions that 
may occur during this phase are:  
 Smoothing: the act of using statisti-
cal techniques to remove irrelevant data 
points from the dataset. 
 Aggregation: the act of calculating 
summary data. 
 Generalization: the act of replacing 
finely grained data with “higher level” data 
usually along some well defined hierarchy. 
For example, warehouse designers may de-
cide that actual ages are unnecessary and 
would replace them with categories like 
“young,” “middle-aged” and “elderly.” 
 Normalization: the act of transform-
ing data in specific and clearly defined ways.  
For instance, numerical data may be trans-
formed so that all data lies in the range of 0 
to 1.   
Data may be normalized across both its 
range and in its distribution. 
 Attribute Construction: the act of 
adding new attributes to aid in data mining. 
 
Loading and Refreshing: The actual 
placement of the data in the warehouse. 
“Loading” here refers to the initial build of 
the warehouse and refreshing to the process 
of updating the warehouse. 
 
 Other operations that may be per-
formed during data migration include: 
 
Validating: Making sure that the data has 
maintained its integrity during the transfor-
mation process. 
Auditing: Attempting to uncover unusual 
facts. 

Merging: Choosing a schema if a target da-
tum is found in multiple sources. 
 

3. DATA SCRUBBING 
 
There are problems to be overcome in every 
phase of the process, but I will limit my dis-
cussion to those that arise during data 
scrubbing.  As noted, these anomalies are 
easily understood and generally interesting 
to students.  For discussion purposes, I di-
vide the problems into two broad categories: 
those dealing with primary keys and those 
that do not. 
 
Primary key problems: 

1. Records may have the same 
primary key but might have dif-
ferent data. This can occur if 
primary keys are reused or when 
two organizations or units 
merge. 

2. The same entity might occur 
with different primary keys. This 
can easily arise when different 
segments of an entity design da-
tabases independently of one 
another 

3. Data may have a primary key in 
one system but not in another. 
The classic example of this kind 
of error occurs when an entity is 
represented in more than one 
source database. It is quite pos-
sible that the entity is central to 
one of the databases and there-
fore has a primary key field or 
fields while the same entity is so 
peripheral to the purposes of the 
other database that it is not dig-
nified by being given a primary 
key. 

4. Primary Keys may be intended 
to be the same but might occur 
in different formats. Probably, 
the most widespread instance of 
this error occurs when social se-
curity numbers are used as pri-
mary keys: are they character 
data or numeric; if character 
data, do they contain dashes? 

 
Non primary key problems: 

 
1. Data may be encoded differently 

in different sources. The domain 
of a “sex” field in some database 
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may be {‘F’, ‘M’} or as {Fe-
male”, “Male”} or even as {1,0}. 

2. There are often multiple ways to 
represent the same piece of in-
formation. “UVA”, “University of 
Virginia”, “Univ. of Virginia” and 
“Virginia, Univ. of “ can all be 
found in the literature as repre-
senting that eminent institution 
founded by Thomas Jefferson. 

3. Sources might contain invalid 
data. A point of sale terminal 
may require that the sales clerk 
enter a customer’s telephone 
number. If the customer does 
not wish to give it, clerks may 
enter 999-999-9999. 

4. Two fields may contain different 
data but have the same name. 
There are a couple of ways in 
which this can happen. “Total 
Sales” probably means fiscal 
year sales to one part of an en-
terprise and calendar year sales 
to another.  The second instance 
can be much more dangerous. If 
an application is used by multi-
ple divisions, it is likely that a 
field that is necessary for one 
business unit is irrelevant to an-
other and may be left blank by 
the second unit or, worse, used 
for otherwise undocumented 
purposes. 

5. Required fields may be left 
blank. Clerical errors account for 
most of these, but Zip Codes did 
not come into use until 1963, so 
addresses recorded before then 
will not have them. 

6. Data may be erroneous or incon-
sistent. The Zip Code may be for 
CA but the State is listed as NY. 

7. Data might violate business 
rules. The listed minimum rate 
of a variable rate loan might ac-
tually be higher than the listed 
maximum rate 

8. Data might be stored in one field 
that ought to be in multiple 
fields.  In the US, shoe sizes 
should probably be 2 fields ex-
pressing length and width, but is 
usually recorded as one. 

9. The data may contain null val-
ues. Null values can occur for a 

wide variety of reasons, the 
most common of these are: 

a. Data that is genuinely 
missing or unknown, 
b. An attribute does not ap-
ply to an entity, 
c.  Data that is pending, or 
d. Data that is only partially 
known. 

Handling null data is further complicated by 
the variety of ways in which such data can 
be represented: 

System nulls, 
Default values, or 
User defined nulls. 

 
4. A FEW SOLUTIONS 

 
Once one has decided to cleanse data, a de-
cision that is not in many instances auto-
matic and a subject worthy of extensive dis-
cussion all by itself, there is a kind of ge-
neric set of tools and techniques that might 
be used (usually in combination) to solve the 
problems presented by the need to cleanse 
data. 
The question of how to cleanse the data ac-
tually encompasses two possibly separate 
problems: the initial load and refreshment. 
There are a variety of tools and techniques 
which may be used in one or the other or 
both of these operations. 
 
Techniques: 
 
 Using Reference data:  A reference 
system is a central repository of data stan-
dards. These standards are distributed to 
each “feeder” data source which then im-
poses the standards on itself. All the data 
which is subsequently moved to the ware-
house will be in the correct format.  
The essence of this technique is the ability to 
define and maintain the reference system.  
Given this ability, this system has several 
benefits: much of the warehouse processing, 
even the routine transformations to the 
physical data, can be transferred to the 
feeder databases; cross feeder processing is 
not a problem and other elaborate data rec-
onciliation processes are not needed. 
This system cannot, of course, be used with 
data that is not under the control of the en-
terprise as is the case with legacy systems 
and the Internet 
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 Domain Mapping: Domain mapping 
requires the warehouse designers to con-
struct a uniform set of allowable domains 
and a uniform set of functions that trans-
form the values in the feeder sources into 
these values.  This technique can clearly be 
applied to all sources, but requires a close 
investigation of both the technical and busi-
ness aspects of all the feeder sources. The 
need for this analysis can grow rapidly as 
the number of feeder sources increases and 
can add greatly to the cost of maintaining 
the warehouse. 
 
Tools: 
 
 Using Domain Experts: The tool of last 
resort but sometimes a necessary one. 
There are simply some decisions that cannot 
be made automatically. The goal of data 
cleansing is to reduce the use of human ex-
perts to an absolute minimum. 
 
 Parsing and Fuzzy Matching: In many 
instances it is possible to apply standard 
parsing techniques to identify syntactic ele-
ments of a record allowing warehouse de-
signers to map source data to a standard or 
to decide when, in fact, data matches. Simi-
larly fuzzy techniques can be used to decide 
that two data elements are probably the 
same. 
 
 Designating a Preferred Source: We 
can use this technique to implement the 
“reference data” technique simply by desig-
nating one source to be the reference data-
base. 
 
 Rule Based Data Cleansing: Every 
data cleansing rule has two parts: one that 
tests for the presence of an error and one 
that specifies which action is to be taken. 
Rules can be used to simply count errors 
without attempting to repair them (audit-
ing), to remove records which violate the 
integrity rules (filtering) and of course to 
repair erroneous data (correcting). The trick, 
of course, is finding and implementing the 
rules. 
Rules can be implemented in code or by us-
ing the rule based systems that come with 
all major commercial DBMS’. An excellent 
discussion of rules can be found in Duncan 
and Wells (Duncan 1999). 
 Handling Null Data: These same 
techniques and tools can be used to deal 

with missing data. A special technique put 
forward by David McGoveran (1993, 1994a, 
1994b, 1994c) might also be useful.  Rather 
than insert null data in a cube, a special null 
table or tables is (are) created. Every occur-
rence of a null value causes a row to be 
placed in a null table with a surrogate key 
and an optional explanation of the type of 
null. This key value is placed in the base ta-
ble as a foreign key. 
 

5. EXERCISES 
 
Students worked with a warehouse that 
nominally dealt with library records. The de-
sign of the warehouse, a classic star 
schema, was given. The basics of warehouse 
design were presented in another part of the 
course. 
The exercises that were developed, tested 
and given to students are shown below. 
They were based on three datasets. The first 
two were a pair of 5000 or so row data sets 
that I had constructed with certain known 
errors. The first dataset (theoretically about 
library patrons) did not contain a primary 
key field forcing students to provide a surro-
gate key field. The second did have a pri-
mary key field that was not the same as 
students had invented for the first file. The 
data was constructed so it would not be pos-
sible to completely resolve the inconsistent 
data without the use of a human expert, so 
among other things, students had to develop 
policies and strategies for what records 
would in fact be referred to an expert. The 
third dataset was taken from the University 
of California at Irvine KDD archive. It was a 
large, very messy dataset dealing with mov-
ies presented by Gio Wiederholt for the an-
nual KDD competition.. It can be found at 
www.kdd.ics.uci.edu. 
 
Elementary Exercises: 
 
1. Convert data from an unstructured AS-
CII file to an Oracle database using the Ora-
cle Loading utility, SQLLdr. 
 
2. Use a high level language to develop and 
implement techniques to cleanse the data of 
the following types of errors: 

i. Mixed representation of data 
ii. Duplicate data 
iii. Missing primary keys 
iv. Primary keys from multiple sources 
v. Ambiguous data 
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Students were given a copy of the two files 
and were expected to cleanse them of the 
errors noted above and load them into an 
Oracle database that I maintain for student 
use. 
None of the exercises required very much 
high level theoretical work. Mixed represen-
tation data is straight forward to deal with; 
primary key problems were dealt with by 
creating a new surrogate key for the ware-
house files and assigning it to records as 
they were loaded and exact duplicates were 
found by simply sorting. 
The ambiguous data was found only in the 
addresses of the supposed library patrons, 
represented in the datasets as city and state 
only.  Some cities appeared in the data in 
multiple alternate forms as for example N 
Orleans, N. Orleans and New Orleans. In 
order to regularize the data students proc-
essed the data as follows: 
Students constructed a binary search tree 
whose nodes contained the name of a city 
(city name plus state designation) and a 
counter. Further, each node acted as the 
head of a linked list which would hold syn-
onymous city names if any occurred. 
As a data record was processed, the city 
name was scanned for tokens. Spaces and 
punctuation marks were used as delimiters. 
Students decided on their own that in any 
city name that had more than one token in 
it, the second token was probably the most 
important and should be designated as the 
principal token.  If a city just consisted of 
one word, that word was used as its princi-
pal token. Cities with the same name but in 
different states were considered to have dif-
ferent principal tokens. As a city name was 
encountered for the first time it was entered 
into the binary search tree according to its 
principal token.  
If a city name could be identified as already 
being present in the tree, the counter was 
incremented. This is simple for single word 
names, but more interesting for names with 
multiple tokens. 
If a multiple-token name was seen, its prin-
cipal token was compared to the principal 
tokens of previously catalogued names and 
if a match was found, the secondary tokens 
were compared. If they matched, the name 
counter was again incremented, if not, as in 
the case of N Orleans versus New Orleans, 
the user (playing the role of Domain Expert) 
was asked to decide if an actual match had 
been found.  If yes, the variant form was 

added to the linked list and the counter in-
cremented; if no, a new node was created in 
the tree. 
 
More Advanced Exercises: 
 
These exercises included many of the same 
issues as above plus the following: 
 
1. Parsing semi-structured data to deter-
mine its field structure 
 
2. Dealing with null data. 
 
3. Loading large amounts of data 
 
Except for the need to do some more exten-
sive parsing and developing a strategy for 
dealing with missing data, there really 
wasn’t a lot of theoretical knowledge re-
quired here either.  With a little more time 
to spend on these issues or more experi-
enced students, I think that all students 
could have performed the exercises. 
 
6. EXPERIENCES AND OBSERVATIONS 

 
The ETL material was first presented as part 
of a graduate course on data warehousing. 
Some of the students had experience with 
DMBS’ some not. Not all of the students ex-
perienced with DBMS’ had completed formal 
course work.  All of the students were com-
petent programmers, but, unfortunately only 
a few had experience with parsing or with 
fuzzy techniques.  Familiarity with DBMS’ did 
not seem to effect students performance on 
the ETL material; the elementary parsing 
techniques that were required to perform 
the elementary exercises was easily and 
quickly taught. The mathematical back-
ground of the students varied widely as well, 
and this proved to be a much greater handi-
cap. Exploring many of the basic data trans-
formation operations would have required a 
lot of background work on my part. I proba-
bly should have anticipated this difficulty, 
and it is an issue that would have to be ad-
dressed in any future attempts to teach the 
material. 
Another serious difficulty that arose, from 
my point of view, was the sheer lack of time 
available to handle all the issues that were 
raised.  There is a limit on how many pro-
gramming projects you can expect of stu-
dents even in a graduate course. 
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The third difficulty worth mentioning was the 
development of the datasets.  I really 
wanted to control the types of errors that 
students would encounter in the elementary 
exercises, so I constructed the datasets my-
self by editing and anonymizing some of my 
old student data. This was a lot of work but 
produced datasets that have easily stated 
and controlled errors. They are however 
really quite small and don’t present much of 
challenge to the students in the sense that 
inefficient processing really doesn’t punish 
them very much. The UCI archives are a rich 
source of datasets, but they are really in-
tended for a different purpose and obviously 
can’t be as carefully controlled. 
On the bright side, students found the mate-
rial quite stimulating and were eager to pre-
sent data cleansing horror stories from their 
own experience.  All the students were able 
to complete the basic exercises in one way 
or another. Some of their work was quite 
good. Four students attempted the advanced 
exercise and produced a rather nice data 
cube from the Wiederhold data. 
 

7. FUTURE PLANS 
 
The most easily corrected problem that I had 
with the ETL material was the lack of time. 
There simply wasn’t time for students to ac-
complish any more than some basic data 
cleansing exercises. Next time I would offer 
it in no less than half a semester perhaps in 
conjunction with some more extensive dis-
cussion of data transformation techniques 
and possibly some data mining.  With an 
entire semester to spend, I think there 
would also be enough time to address some 
of the student’s mathematical shortcomings 
as well. 
On a more technical level, there are several 
things that need to be done. Clearly it would 
desirable to increase the size of my “con-
trolled” data sets and to increase the num-
ber of kinds of errors that were available for 
the students to practice on. Specifically my 
data sets do not yet contain any numerical 
attributes thereby constraining the types of 
errors I can introduce. In particular I cannot 
introduce numerical null values, a rich 
source of problems in both data cleansing 
and data transformation.  
Other types of errors whose introduction 
would seem to be straightforward and which 
would lead to a valuable learning experience 
are: instances of invalid data; fields used for 

different purposes in different data sets and 
inconsistent data. 
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