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AGENDA

Registration area will be located at the
Foyer - Upper Meeting Center on Monday,
Tuesday and Wednesday, March 22, 23 and 24,
1982. It will provide a phone for incoming
calls only. It will also provide easel and
tacks for messages. Registration will be
open from 8:00 AM to 5:00 PM.

TUESDAY, March 23, 1982

8:00 AM REGISTRATION & COFFEE

9:00 AM WELCOMING REMARKS AND CONFERENCE OVERVIEW ROOM XV

by: Dr. Marvin M. Wofsey
Professor Emeritus of Management
The George Washington University

9:15 AM KEYNOTE ADDRESS: COMPUTER EDUCATION CHALLENGES ROOM XV
FOR THE 1980s

by: Dr. Thomas H. Athey
Professor, Computer Information Systems
Department
California State Polytechnic University

CONCURRENT SESSIONS

INFORMATION SYSTEMS EDUCATION ON CAMPUS ROOM VIII

10:30 AM IMPLEMENTING THE MODEL CURRICULUM ROOM VIII

by: Dr. Daniel V. Goulet
Assoc. Prof., Dept. of Mathematics and
Computer Science
University of Wisconsin, Stevens Point
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AGENDA (CONTINUED)

10:30 AM IMPLEMENTING THE MODEL CURRICULUM (CONTINUED)

by: Bruce M. Saulnier
Chairman, Dept. of Information Systems
Quinnipiac College

Dr. Ronald J. MacKinnon

Professor, Dept. of Mathematics and
Computing Sciences

St. Francis Xavier University, Nova Scotia

SERVING BUSINESS NEEDS

10:30 AM OPPORTUNITIES FOR INTERACTION: THE EXCHANGE OF
SPECTALISTS

by: Marvin C. Chaiken
Research and Planning Administrator
Union Mutual Life Insurance Company

Dr. Duane R. Wood

Dean, School of Business, Economics and
Management

University of Southern Maine

Dr. Iza Goroff
Cochairperson, Management Systems Major
University of Wisoconsin, Whitewater

12:15 PM LUNCHEON ADDRESS: THE EMERGING DISCIPLINE OF
COMPUTER INFORMATION SYSTEMS

by: Dr. David R. Adams
Coordinator, Information Systems
Northern Kentucky University

QONCURRENT SESSIONS

INFORMATION SYSTEMS EDUCATION ON CAMPUS

2:00 PM ACCREDITATION AND CERTIFICATICN

by: Terrence J. Boyer
Vice President
Mercantile Trust Co., St. Louis

ROOM VIII

ROOM X

ROOM X

ROOM V

ROOM VIII

ROOM VIII
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A GENDA (CONTINUED)

2:00 PM ACCREDITATION AND CERTIFICATION (CONTINUED)

2:00 PM

12:00 PM-

by: Dr. Roland Spaniol, CDP
Manager, Mid-West Office
R.V. Weatherford

Ronald R. Slone
Director of Accreditation

American Assembly of Collegiate School of
Business

SERVING BUSINESS NEEDS

RESOURCE DEVELOPMENT FOR COMPUTER INFORMATION
SYSTEMS

by: Dr. Thomas Ho
Head, Dept. of Camputer Technology
Purdue University

Edward A. Otting

Director, Corporate Information Systems and
Services

Eli Lilly and Co.

Walter J. Hadcock

Marketing Director, Applications Services

A.0. Smith Data Systems Division
Dr. Kenneth J. Klingenstein

Acting Director of Computing Services
University of Colorado, Colorado Springs

EXHIBIT

4:00 PM

4:00 PM~-

VENDOR RECEPTION

6:00 PM

WEDNESDAY,

March 24, 1982

7:30 AM~
9:00 AM

9:00 AM~
3:00 PM

BREAKFAST SEMINAR (Dutch Treat)

TRENDS IN DP TRAINING FOR BUSINESS AND INDUSTRY

by: Harold A. Steiner, III, President
Software Education Corporation

EXHIBIT

ROOM VIII

ROOM X

ROOM X

ROOM VII

ROOM VII

ROQOM VIII

ROOM VII



CONCURRENT SESSTICNS

INFORMATION SYSTEMS EDUCATION IN THE CLASSROOM ROOM XVIII

9:00 AM TEACHING APPLICATIONS PROGRAMMING ROOM XVIII

by: Dr. Don B. Medley
Data Processing Instructor
Moorpark College

Dr. Robert T. Grauver
Assoc. Prof., Dept. of Management Sciences
University of Miami

Roy F. Waller, CDP
Senior Member, Information Systems Development
Western Electric Co.

11:00 AM TEACHING SYSTEMS ANALYSIS & DESIGN ROOM XVIII

by: Dr. Michael J. Powers
Chairman, Dept. of Applied Camputer Science
Illinois State University

Dr. Lavette Teague
Professor of Information Systems
California State Polytechnic University

Jeffrey L. Whitten
Assistant Professor of Computer Technology
Purdue University

PROFESSIONAL DEVELOPMENT FOR BUSINESS ROOM I

9:00 AM THE INFORMATION SYSTEMS PROFESSIONAL: WHERE WILL ROOM I
HE GO AND HOW WILL HE GET THERE

by: Paul M. Pair
Senior Educational Consultant
Control Data Corporation

Thomas J. Nardone
Supervisory Labor Economist
Bureau of Labor Statistics

11:00 AM ADVANTAGES OF IN-HOUSE TRAINING PROGRAMS ROOM T
by: Ivan Gavrilovic

Director of Admissions and Information Systems
IBM Systems Research Institute



vi

11:00 AM ADVANTAGES OF IN-HOUSE TRAINING PROGRAMS (CONTINUED)

by: Dr. Terry H. Ebert
Regional Administrator
CompED Technical Corporation

Dr. Kenneth L. Villard

Internal Consultant for Organizational
Development and Change

Federal Reserve Bank of Cleveland

12:15 PM LUNCHEON ADDRESS: ISSUES AND STRATEGIES FOR THE
EDUCATION AND TRAINING OF
SOFTWARE PROFESSIONALS

by: Bartley J. Carlson
Senior Consultant
Deloitte, Haskins and Sells

CONCURRENT SESSIONS

INFORMATION SYSTEMS EDUCATION IN THE CLASSROOM
2:00 PM AUGMENTING THE MODEL CURRICULUM: ELECTIVE COURSES
by: Dr. John F. Schrage
Associate Professor of Management Systems
and Sciences
Southern Illinois University, Edwardsville

Dr. Dorothy G. Dologite

Asst. Prof., Dept. of Statistics and Computer

Info Systems
Baruch College, CUNY

Frederick Gallegos
Manager, Management Science Group
U.S. General Accounting Office
PROFESSIONAL DEVELOPMENT FOR BUSINESS
2:00 PM THE APPLIED SOFTWARE DEVELOPMENT PROJECT

by: Dr. Claude L. Simpson

ROOM T

ROOM VIIT

ROOM V

ROOM V

ROOM VIII

ROQOM VIII

Assoc. Professor of Camputer Information Systems

Northeast Louisiana University

V. Arthur Owles

Assistant Professor, Dept. of Applied Camputer Science

Illinois State University



vii

2:00 PM THE APPLIED SOFTWARE DEVELOPMENT PROJECT (CONTINUED)

by: Vince Heiker
Information Systems Manager
Boise Cascade Corporation

3:30 PM FEATURED ADDRESS: DPMA'S FUTURE COMMITMENT TO
INFORMATION SYSTEMS EDUCATION

by: Donald E. Price, CDP
President
Data Processing Management Association

ROOM VIII

ROOM V



BICGRAPHIES



BIOGRAPHY OF DR. THOMAS H. ATHEY

Dr. Athey is presently professor in The Computer Information Systems
Department, School of Business Administration, California State
Polytechnic University, Pomona. He holds a doctorate in Business
Administration from the University of Southern California.

Through his work in industry, government, and education, Dr. Athey has
had extensive experience in the systems field. At Cal Poly, he received
the Outstanding Teacher of the University award. He has published many
articles in the leading systems journals and has a textbook A Systematic
Systems Approach recently published by Prentice-Hall. Additionally, Dr.
Athey is a frequent speaker at conferences of the NCC, ACM, DPMA, ASM,
and has recently given several keynote addresses.

He teaches and consults in the areas of systems planning, small business
computers, management information systems, and future information systems
trends. Dr. Athey is a contributing editor for INTERFACE: The Computer
Education Quarterly, and is Chairman of DPMA's mode]l curriculum project
for undergraduate Computer Information Systems programs nationwide.



B10OGRAPHY

BART J. CARLSON, CDE is a Senior Consultant in the Management Advisory
Services Office Automation Practice at Deloitte Haskins & Sells. With
over 20 years experience in computing, information systems and office
automation systems, he has performed numerous consulting tasks for
industry, government, and educational organizations, lectured at meetings
throughout the country, and developed, marketed, and maintained several
application and system software products which are installed world-wide.

Some of Mr. Carlson's recent office automation experiences at Deloitte
Haskins & Sells include:

Developed a Long Rarge Management Information Services Master Plan
for the National 4-H Council;

. Wrote a primer on office automation for the non-technical managers/
professionals of the City of Milwaukee;

. Performed an Office Automation Macro-Analysis Study for the Duke
Power Company including office automation training for the Board
and senior management;

. Participating as a member of the EDUCOM Task Force on Electronic
Mail that is developing a national strategy for electronic mail
for higher education.

Prior to joining Deloitte Haskins & Sells, he was responsible for all
computing, information and office automation systems for a college of
26,000 plus students. He was responsible for several host based
telecommunications networks supporting distributed mini-computers and
numerous interactive terminals for administrative, instructional, and
research users. He was also responsible for developing an Office
Automation Pilot employing paperless office and electronic mail concepts.
This project was funded entirely as a result of productivity increases
on a two year full payback basis for all equipment, software and
remodeling expenses and was recently awarded the NACUBO National Cost
Savings Award.

He recently served as a member of the National Commission on Software
lssues in the '80s and was Chairperson of the Commission's Task Force

on Education/Training of Computer Software Professionals. This task

force is identifying the social, economic, technical, and legal issues
arising from the development, distribution, and use of computer software.
He has served on the Board of Directors and as Secretary/Treasurer of
CAUSE - the national professional association for administrative computing
in higher education.

Contact at: Deloitte Haskins & Sells
200 East Randolph Drive
Chicago, Illinois 60601
312-861-1161
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IIICHEL CARTIZR

Dr. Cartier is professor of mediatic at the Dep<riment of
Communications and Director of the Laboratoire de Telematique
Z:rthe University of Quebec in Montreazal.

He has worked extensively as a printer, graphic artist,
character engraver, television producer and choreographer. As
television producer and choreographer, his work includes
productions for "Han ahd His World", Olympic Games in lHexico, 1968,
and Montrecal, 1977. He is also author of a book on lediatics which
is an electronic publishing technique involving preparation of
information displays on a screen for subsequent transmission to
one oOr more receivers.

Dr. Cartié;’has done extensive research in the use of
graphics in different environments. This includes special
emphasis on Computer Assisted Instiruction using microcomputer
based systems, PLATO and Videotex.



Biography

MARVIN C. CHAIKEN is currently the Research and Planning Administrator
at the Unionmutual Life Insurance Company in Portland. Maine, in its
Corporate Administrative Services Division. This division is
responsible for full computer and data services to the national
organization of the insurance company operating under a budget of in
excess of $25,000.000 for all systems programming operations and
maintenance of information and its management. The division 1is also
responsible for Office Administrative Services as well as

Communications and Physical Plant Services.

Previously (1966-1974) he was Second Vice President for Data Processing
operations. For 26 years prior, he was on the staff of the U.S.
Veterans Administration. finally in their central office in

Washington, D.C where his function was the management of the technical
support for all remote data processing centers serving the Veterans

Administration functions.

He has been an active administrator for the DPMA in its state chapter
and currently is on the Executive Committee managing the new Computer
Information Systems Curriculum. He has served as an advisor to the
Maine Department of Education in bringing to the vocational guidance
function a knowledge and working process incorporating data processing
into the highschool curricula throughout the state. He is on the Board
of the Maine Economics Society as well as the SCORE chapter of the
Small Business Administration (a volunteer group). His MA is from

Columbia University following a BA from Brooklyn College.

Contact at Unionmutual Life Insurance Company. P.0. Box 9548,
Portland Me. 04122 (207)780-2356.



BIOGRAPHY

CAROL CHRISMAN is an Assistant Professor in the Computer Science
Department at Northern Illinois University. She has taught there for
& number of years teaching both graduate and undergraduate courses in
a wide range of topics. Her areas of special interest include Data
Base Systems, application design and development, and computer science
education. Among her publications are papers on techniques for
Standardized application development and computer science curriculum
issues. As the Computer Science Department's Director of Undergraduate
Studies from 1979-1981, Carol helped organize and coordinate the
advising and record keeping for over 800 underzraduate majors, She
also serves as a representative to the Chicago Data Processing
Education Council (CDPEC).

During 1979-1980, she was Data Base Coordinator for the Administrative
Computer Center at lNorthern Illinois Univ. She helped cevelop a
Student Data Base as part of the development team for a Student
Information Systemns.

Dr. Chrisman received a Ph. D. and a M. S. in Mathematics from Purdue
University and a A. B. also in Mathematics from the University of
Detroit.

Contact at: Computer Science Department
Northern Illinois University
DeKalb, Illinois 60115

(815) 753-0378



3I0GRAPHY

GERRY L. CHRISMAN is an Assistant Professor of Computer Science at
Nortnern Illinois University. His principal arzas of interest zre
datz base design (especially entity-relationship models), data bease
applications, and software design methodology. He nhas taught &

wide range of courses, from data bzse to systens analysis and design,
from introductory courses in COBOL and IBli Assembler to operating
systems concepts. He has also been active an an undergraducte
advisor, and has supervised individuzl independent study projects.

In the surmer of 1981, he worked as a member of & systems programming
group at Bell Laboratories, llaperville, Illinois, designing and
implenmenting the initial stages of a systen for monitoring tne
availability of a Mass Storage Systemn.

Previously, he taught mathematics and nathematics education at

St. Zavier College (1977-78) and Northern Illinois University (1974=77).
He principally taught elementary school mathematics content and methods
courses for uncergraduates and math education foundations and research
methods for graduate students, He also supervised secondary student
teachers in mathematics.

Dr. Chrisman has a PE.D. in Mathematics Educztion, as vwell as an .S,
and B.S. in Mathematics, all from Purcdue University.

Contact at: Computer Science Departrent
dorthern Illinois University
Dekalpb, IL 60115



BIOGRAFHY

DOROTEY G. DOLOGITE is an Assistant Professor in the Department of
Statistics and Computer Information Systems at Baruch College - City
University of New York. She teaches courses in Systems Analysis and
Design, On-line Systerms, Business Application Programming, and
Introduction to Computer Concepts. She also has developed and teaches
a new course on Small Computers for Business. She has many articles
about small computers that have appeared in such publications as

Data Managerent, the Journal of Systems Management, Business Horizoms,
and others. Zurrently, she is writing a book about small computers.

Before joining the academic area, she worked in the data processing
industry for twelve years. Most of that time involved work in the
small computer area with hardware manufacturing and software
development firms. She published numerous articles about new
computer software products and hardware enhancerents. She also
taught management computer courses.

Dr. Dologite received a Fh.D. and M.A. from St. John's University,
and a B.S. from Rider College.

Contact at: Department of Statistics and
Computer Information Systems
Baruch College - City University of New York
17 lLexington Avenue
New York, New York 10010

(212) 725-31L7



BIOGRAPHY

DR. TERRY H. EBERT is the Regional Administrator of CompEd Technical
Corporation, a subsidiary of Spiridellis & Associates, Inc. CompEd
provides public and client-site training in various DP disciplines
such as CICS, IMS, etc. In support of this effort Dr. Ebert is re-
sponsible for both group management and instructor development. He
has written articles and spoken on the uniqueness of DP training and
on the role of the DP trainer in reducing turnover. He is currently
serving on the faculty review board of the American Institute of
Banking.

Previously, he was Senior Training Specialist with CompEd, special-
izing in management training. He has several years experience in
public education, both as a teacher and administrator.

Dr. Ebert has an Ed.D. in Training Management from Hofstra University,
an M.A. in Learning Psychology from S.U.N.Y. at Binghamton, and a
B.A. from Queens College.

Contact at: SPIRIDELLIS & ASSOCIATES, INC.
225 01d New Brunswick Road
Piscataway, NJ 08854

(201) 981-1114



BIOGRAPHY

FREDERICK CGALLEGOS is a Supervisory Management Analyst at the United States
General Accounting Office. His primary functions are to research program

and agency policies, audit management operations and report to interested
members of Congress. He also acts as a consultant to field audit teams

where EDP problems exist. Since joining the GAO in 1972, Mr Gallegos has

had several major accomplishments. He established a Management Science

Group with EDP Audit skills in systems design, systems analysis, data re-
trieval, computer programming, statistical analysis and computer performance
evaluation. He assisted in the design, development and implementation of an
agency-wide data processing training program, GAQ Base Level ADP Course. Over
the past six years, the Management Science Group has assisted over 300 audit
assignments and made major contributions to the written GAQ reports of 75 as-
signments. He was project leader in the development of an EDP Audit and Con-
trols course for DPMA's model curriculum in Information Systems.,

Mr. Gallegos has earned an MBA Degree and a BS Degree in Data Processing from
the California State Polytechnic University, Pomona. He received his Certi-
fied Information Systems Auditor in January 1979, the GAO Meritorious Service
Award in October 1978, College Federal Council's Honorable Mention for Ac-
complishment in Self Development in May 1977, GAOQ Special Achievement Award
in 1976 and is listed in Who's Who in Finance and Industry (1979-1981). Mr.
Gallegos has authored and co-authored several books and articles relating to
data processing and EDP auditing. He is a member of Cal Poly Alumni Associa-
tion, EDP Auditor's Association, the Association for MBA Executives, the
Society for Data Educators, and the IS/DPAA Alumni Association.

He is currently a Trustee for the EDP Auditors Foundation for EDUCATION and
RESEARCH. Mr. Gallegos has also served as the Executive Vice President and
Secretary/Trustee for the Foundation. Further, he has served on the Board of
Directors of the EDP Auditors Association/Los Angeles Chapter. Mr.Gallegos
has taught numerous graduate and undergraduate EDP courses at California State
Polytechnic University, Pomona. Also, he has been responsible for the develop-
ment and implementation of an M.S. program in EDP Auditing at Cal Poly as well
as assisted in the establishment of the Information Systems/Data Processing
Alumni Association. 1In 1980, he was selected by the Information Systems De-
partment as its OQutstanding Alumni. Also, he was selected OUTSTANDING ALUMNTS,
for the School of Business for 1982 - CALIFORNIA STATE POLYTECHNIC UNIVERSITY
POMONA, Ca.

CONTACT AT: U.S. General Accounting Office
Suite 1010, WTC
350 S. Figueroa St.
Los Angeles, Ca. 90071

ph. 213-688-3813
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IVAN GAVRILOVIC, CDP, is the Director of Admissions and Information Sys-
tems at the IBM Systems Research Institute, where he also serves as a mem-
ber of the faculty. The Institute provides graduate-level education to
IBM professionals in the general areas of systems science, systems engi-
neering, and information systems. In his capacity as Director of Admis-
sions, Mr. Gavrilovic's responsibilities include setting admissions
criteria and conducting the admissions process for the several programs
that the Institute offers. In his Information Systems capacity, he is
responsible for providing a broad range of computing services and
resources, including research facilities, computer graphics, data base
administration, curriculum support systems, administrative support sys-
tems, and systems and applications development and programming. He
lectures at the Institute in the area of information systems resource man-
agement.

In the 27 years that he has spent with IBM, Mr. Gavrilovic has served in a
number of staff and management assignments in education, systems design
and development, financial planning, product forecasting, and information
systems. Prior to joining IBM he served as chief of the methods and pro-
cedures section in the U. S. Army, 36 MRU, which was stationed in Stutt-
gart, West Germany.

Mr. Gavrilovic took his major in English at Columbia College, and has
attended executive education programs at the Harvard Business School and
at the MIT Sloan School. He is a graduate of the eleventh class of the IBM
Systems Research Institute and holds the DPMA Certificate in Data Process-
ing.

Contact at: IBM Systems Research Institute
205 East 42nd Street
New York, N.Y., 10017

(212) 983-7235



BIOGRAPHY

IZA GOROFF is currently Assistant Professor of Management at the University
of Wisconsin-Whitewater and Cochairperson of the Management Computer Systems
(MCS) Major, a role he has filled since the approval of the major, shortly
after his arrival in Fall 1977. He is also coordinator of the MCS Cooperative
Studies Program and the originator of the MCS Executive Advisory Board.

He is the chairperson of the Computing Activities Committee which develops
computing policy for the UW-W campus with the UM-W comouter center.

Previously (1974-77) he was a senior analyst for the Controller's Divison
at CNA Insurance where he was responsible for coordinating the data base
administration of the company with the Controller's Division and where

he developed financial information analvsis systems. From 1970 to 1974

he was Director of Systems for Saxon Paint and Home Care Centers. In 1969-
1970 he was Associate Director of the Computer Division of Unimark Inter-
national. Prior to that he had worked in theoretical solid state physics.

Dr. Goroff has a Ph.D. in Phyvsics from the University of Pennsylvania, an
".S. and B.S. in Physics and a B.A. in liberal studies from the University
of Chicago.

Contact at: Management Department
University of Wisconsin-Whitewater
Whitewater, WI 53190
(414) 472-3182
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BIOGRAPHY

DANIEL V. GOULET is an Associate Professor in the Department of Mathematics
and Computer Science, and Coordinator of Instructional Computing at the
University of Wisconsin-Stevens Point (UW-SP). He is presently heading a
team developing a major in Computer Information Systems at UW-SP.

Previously (1976-1980), he was an Associate Professor in the Industrial
Engineering Department at Auburn University, Auburn, AL; (1975-76) . a

Graduate Research Associate in Industrial Engineering at the University of
Houston; (1972-75) Biomathematical at the Texas Institute for Rehabilitation
and Research, the Texas Medical Center, Houston, Texas; (1969-72) Captain,

U.S. Army, assigned to the Applied Mathematics Division, Ballistics Research
Laboratory, Aberdeen Proving Grounds, Maryland; (1967-69) , Assistant Professor
of Mathematics at Gustavus Adolphus College, St. Peter, Minnesota; (1965-67)
Graduate Research Associate in Mathematics, University of Minnesota, Minneapolis,
Minnesota.

Dr. Goulet has a Ph.D. in Industrial Engineering from the University of Houston,
M.S. in Mathematics from St. Louis University, a B.A. in Mathematics from St.
John's University (Minnesota), and has done additional doctoral work in mathe-
matics and mathematics education at the University of Minmesota.

Contact at: Mathematics and Computer Science Department
Science Building
University Wisconsin-Stevens Point
Stevens Point, WI 54481

(715)-346-2120

11



BIOGRAPHY

ROBERT T. GRAUER is an Associate Professor of Management Science
at the University of Miami, Coral Gables, FL. He is the
principle author of several books on COBOL programming, including:
Structured COBOL: A Pragmatic Approach, A COBOL Book of Practice
and Reference, COBOL: A Vehicle for Information Systems, and

The COBOL Environment (all published by Prentice Hall).

Dr. Grauer has served as a consultant to several organizations
in the area of technical training. Previous to his appointment
at the University of Miami, he was on the faculty of Baruch
College of CUNY, and C. W. Post.

Dr. Grauer received his M.S. and Ph.D. in Operations Research
from the Polytechnic Institute of Brooklyn. He holds a B.S. in
Mechanical Engineering from Rensselaer Polytechnic Institute.
Contact at: Robert Grauer

2133 Northwest 102nd Terrace

Coral Springs, FL 33065

(305) 753-0345

12



BIOGRAPHY

DR. STEVE GUYNES is Professor of Accounting and Information
Systems at North Texas State University in Denton, Texas.

He teaches courses in business computer information systems,

in particular systems analysis, data base, security, and
privacy. His research interests include the behavioral

impact of computers, security considerations, and privacy
legislation. He has had over 15 articles published nationally
since 1979 on the preceeding topics. He is currently concluding
a major study of computer security practices in large informa-
tion systems organizations.

Dr. Guynes' previous experiences include work as a consultant
(1977 - 1981) to the IRS Computer Audit Specialist Group. He
is vice-president of National FSI, Inc., a major financial
package software firm in Dallas, Texas. From 1970 to 1977,
he was a consultant to the trust departments of many large
banks working with the automation of their pension services.
He was previously with Ford Motor Co. (1965 = 1967) as an
information specialist in the production control department.

He holds a DBA in Qualitative Analysis from Texas Tech Uni-
versity, and an MBA and BBA from Texas Tech in the area of
operations management.

Dr. Guynes can be contacted at:
College of Business
North Texas State University

Denton, Tx. 76203
(817) 788-2311

13



WALTER J. HADCOCK
Marketing Director, Applications Services

E:PERIENCE (*current)

*Directs overall sales and marketing of computer services for manufacturing,
accounting, and financial applicationms.

Managed the Manufacturing System's product line, generalized manufacturing
system installationms, and management consulting services for clients
throughout the United States.

Conceived, proposed, budgeted, and then led a five man-year simulation study
of techniques for ordering raw material and management of inventories.
Identified over $1 million in annual savings.

Reduced the number of sizes of raw material used by a major manufacturing firm
by over 40%. Designed and implemented a dedicated X-ray gaging/minicomputer
system for both quality control and raw material allocation use. Directed the
data base/data communications group for Fortune 250 Corporation.

Critiqued major military data processing organizations and reduced government
expenditures by over $1 million annually. Proposed uses for Optical Character
Readers throughout the military supply system.

Developed detailed analyses of anticipated performance of phase-array radar
and sonar systems. Designed and implemented a computerized drafting system to
"develop microwave antennas directly on printed circuit boards.

PROFESSIONAL ACTIVITIES (*current)

*Member, American Production and Inventory Control Society (APICS); Vice
President, Communications and Publiec Relations, Milwaukee APICS Chapter

*Certified Data Processor (DPMA); Certified Practitioner (APICS)

*Founding Member, Industrial Advisory Council, Department of Computer
Technology, Purdue University

*Board Member, A. 0. Smith Political Action Committee

*Major, U.S. Army Reserve, assigned to the Office of the Chief of Staff for
Operations, Pentagon

*Meritorious Service Medal, United States Army

GUIDE International, Project Manager, Data Base Programming Languages
Requirements

*Member, Lake Shore Club and North Shore Congregational Church; Sunday School
Teacher; Member, Board of Christian Education

EDUCATION (*current)

*Student, Air War College, U.S. Air Force

Graduate, U.S. Army Command and General Staff College, 1979

Master of Science, Northwestern University, Applied Mathematics and Computer
Science, 1967

Graduate Study, Syracuse University, Electrical Engineering

Bachelor of Science, University of Illinois, Electrical Engineering, 1964.

13.1



BIOGRAPHY

VINCE HEIKER is Information Systems Manager for Boise Cascade's
Composite Can Division, headquartered in Hazelwood, Missouri. He is
responsible for new systems development; application support; data
communications; voice communications; data base management; computer

operations and systems software.

Mr. Heiker has over twelve years experience in various data processing
positions with Boise Cascade Corp., Permaneer Corp., Mallinckrodt and

Emerson Electric Company.

He is a member of MENSA, APICS and ASM. He holds the C.D.P. and is
listed in "Who's-Who'". He has written articles appearing in "Computerworld"
"Data Management", "Datamation", '"Journal of Systems Management',
"Infosystems", '""Administrative Management" and other publications, and he
reviews books for '"Data Processing Digest'. He served on the 1978 ANSI
Flowchart Standards Committee of ACM and on the 1981 DPMA CALPOLY data
processing curriculum committee. He has been a guest speaker at various
IBM,>Burroughs, ACM, ASM and EDP Auditors Association functions. He
provides career counseling locally for university students and nationally

for MENSA members.

Mr. Heiker graduated with honors from Washington University (St. Louis,
Missouri) majoring in systems analysis and programming. He received his
M.B.A. from Southern Illinois University (Edwardsville, Illinois)

concentrating in marketing.
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THOMAS I. M. HO is Associate Professor and Head of the Department of
Computer Technology at Purdue University. Computer Technology is an
undergraduate program in computer information systems that conforms very
closely to the DPMA model curriculum.

Previously (1975-1978), Dr. Ho was an Assistant Professor of Computer
Science and Management at Purdue University. In that capacity, he was
responsible for the Computer Science Department's option in business data
Processing.

Dr. Ho earned the Ph.D., M.S., and B.S. degree in Computer Science, all
from Purdue University.

Contact at: Department of Computer Technology
Purdue University
sScc-C
West Lafayette, IN 47907

(317) 494-2560
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KENNETH J. KLINGENSTEIN is Assistant Professor of Computer Science
and Acting Director of Computing Services at the University of
Colorado, Colorado Springs. As Director, he is responsible for both
administrative and instructional data processing operations as well
as all computer resource planning and budgetary processes. He is
also the chief campus liaison to the statewide systems, and systems
manager to a local network based on a PDP 11/70. When Professor, he
teaches undergraduate and graduate courses in operating systems,
algorithm design, and networking; he also directs the university's
Operating Systems Laboratory.

Previously he was a professor of Mathematics and Computer Science at
the University of California, Santa Barbara. He also has been a
Rockefeller Fellow and Regents Junior Fellow. He has consulted for
CIBAR and Pueblo County District Attorney's Nffice on a wide variety
of Security and Performance issues.

Dr. Klingenstein has a Ph.D. in Applied Mathematics from the University
of California at Berkeley, an M.A. from Berkeley, and a B.A. from
Brandeis University. '

Contact at: Computing Services
University of Colorado, Colorado Springs
P.0. Box 7150
Colorado Springs, CO 80933-7150

(303) 593-3318
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DON B. MEDLEY is a Data Processing Instructor at Moorpark College
in Moorpark California. He is responsible for the instructional
program in data processing and the institutional research functions.

Previous experience includes assignments with aerospace companies,
retail institutions, and a computer manufacturer. He has recently
compieted a one-year research assignment with the U.S. Department

of Agriculture in Beltsville, Maryland, and is active in a number of
professional associations.

Dr. Medley has a B.V.E. in Vocational Education, an M.A. in Industrial
Supervision from Cal State University of Los Angeles, and an EdD
in Community College Administration from B.Y.U.

Contact at: Information Systems Department
California State Polytechnic University
3801 W. Temple Avenue
Pomona, CA 91768
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THOMAS NARDONE is a labor economist at the U.S. Department of Labor in
the Division of Occupational Outlook. This Division develops
“projections of industrial and occupational employment for use by
educational planners, career counselors, and job seekers. The
jnformation developed by the Division is presented in publications,
such as the Occupational Outlook Handbook, Bureau of Labor Statistics
Bulletin 2075 and Employment Trends in Computer Occupations, BLS
Bulletin 2101.

Mr. Nardone has a B.A. in economics from King's College.

Contact at: U.S. Department of Labor
Bureau of Labor Statistics
Room 7216
600 E Street, N.W,
Washington, D.C. 20212

202 272-5293
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EDWARD A. OTTING is Director, Corporate Information Systems and
Services at Eli Lilly and Company, which manufactures and markets
1) human health products, 2) agricultural products, 3) animal
health products, and 4) cosmetics.

As Director, Corporate Information Systems and Services, he is
responsible for the worldwide information systems involving

1) delivery of data processing hardware, software and network
services, 2) development of new business systems and/or new
technological functions, and 3) corporate consulting in areas
of decision support systems and information systems business
planning.

Mr. Otting's previous assignments have included responsibilities
in Industrial Relations, Pharmaceutical Market Research, Corporate
Affairs and Corporate Materials Planning.

Mr. Otting has an MBA in Management Science and a B.S. in Marketing/
Economics, both from Indiana University.
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V. ARTHUR OWLES is an Assistant Professor of Applied Computer Science

at I1linois State University. Within the department, he has developed

and teaches courses in Structured Analysis and Structured Design. He
manages and supervises senior students in Directed Project in the devel-
opment and implementation of computer information systems for university
and business users. Additionally he is heavily invoived in establishing
and maintaining business contacts to gain input for curriculum development
and to facilitate university and business interfaces. He was a member of
the CIS7 team for the DPMA Model Curriculum and also contributed to the
development of CIS4 and CIS5. He has presented a number of talks in Struc-
tured Analysis at conferences and meetings and has developed and conducted
professional development seminars in Structured Analysis and Design for
business. He has consulted with several companies in the areas of their
application systems and their systems development methodology.

N
Prior to joining the faculty at I11inois State in 1978, he was the Manager
of Marketing and Actuarial Services in the Management Information Services
Division of Country Life Insurance. During his eight years there, he managed
and conducted the analysis and design of several major systems supporting life,
health, annuity, and group insurance business.

He holds a Masters Degree in Mathematics and has attended numerous professional
development seminars.

Contact at: Applied Computer Science Department
I11inois State University
Normal, IL. 61761

(309) 436-7148 436-8338 (Department office)
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8100-34th Avenue South
Mailing Address/Box O
Minneapolis, Minnesota 55440
Paui M. Pair

Senior Education Consuitant
1438 W. Broadway
Tempe, AZ 385282

602/968-8791
@E BIOGRAPHY

CONTKOL DATAPAUL M. PAIR, EDUCATOR, LECTURER, CONSULTANT

CORPORATION
Mr. Pair is Senior Education Consultant with Control Data Corporation. The
company is one of the major manufacturers of hardware, but more recently, its
major emphasis is that of providing software systems, advanced technology
and educational services throughout the free world. Control Data's 'trade-
mark" in educational technology is best known by its PLATO Individualized
Instruction Systems. Pair's charter with the company is that of educator,
lecturer, consultant. )

Pair has established a role of leadership in the Accredited Proprietary
School field, having founded the Pair School of Business in 1953 and Auto—
mation Institute of Chicago in 1957, the latter was the first data processing
school in the Midwest. Ten years later it was the first such institution in
the nation to be accredited by the U.S. Office of Education. During 1968

it was aquired by Control Data and Pair has served the Company as a Senior
Education Consultant since that time.

Pair's earlier career was in the field of public education, having served

as teacher, principal, superintendent and teachers college staff. He earned
his B.A. at McPherson College (Kansas) and M.A. (Education) at the University
of Washington. He is a member of Phi Delta Kappa (Education) and an Honorary
Member of Delta Pi Epsilon (Business Education). Pair was given the Award

of Merit by McPherson College in 1962 and in 1973 was named Computer Science
Man of the Year by his Data Processing Management Association chapter in
Chicago. July, 1977 Control Data created the Paul M. Pair Perpetual Scholar-
ship Award in his honor for the Institute he founded in 1957.

Mr. Pair is past president of the National Business Education Association.
Currently he is Vice President of the Phoenix chapter of the Association

for Systems Management and a Director of the Phoenix chapter of the Data
Processing Management Association. This is his third year as a guest lecturer
in the College of Business Administration, Arizona State University. He has
been listed in Who's Who in America since 1947.

Pair has been amember of the board of directors of the Institute for Certifi-
cation of Computer Professionals since its founding in 1973, having served

as Secretary the first two years. During the ninth annual meeting of the

ICCP Directors, in Scottsdale, Arizona, Pair was named an I C C P FELLOW, only
the second such recognition by the Institute.

Mr. Pair is Vice President of the recently created Maricopa County (Arizona)
Community College District FOUNDATION which serves the seven campuses of the
System.

a service of
@ @ CONTROL DATA CORPORATION
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MICHAEL J. POWERS is the Chairman of the Applied Computer Science
Department at I11inois State University. This is an academic depart-

ment emphasizing Computer Information Systems. It has implemented a

major portion of the DPMA Model Curriculum. Its students do the analysis,
design and implementation for both on-campus and off-campus systems. To
support this activity he created a Systems Development course which incor-
porates structured systems analysis techniques with traditional analysis
and design concepts. He was project leader for the team which developed
CIS4 and CIS5 for the DPMA Model Curriculum. He has presented a number of
talks and professional development seminars in the areas of structured ana-
lysis and structured design.

Prior to starting the program at I1linois State, he was Manager of Systems
Development at DeKalb Ag Research. His work there concentrated on new
system development, consulting to subsidiary companies, and establishing
short and long range plans in the Information Services area for the parent
companies and its subsidiaries.

Dr. Powers has a PhD and MA from Indiana University in Bloomington, Indiana,
and a BA from Carthage College in Kenosha, Wisconsin.

Contact at: Applied Computer Science Department
I11inois State University
Normal, IL. 61761

(309) 436-8338
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BRUCE M. SAULNIER is Associate Professor and Chairman of the
Department of Information Systems at Quinnipiac College in
Hamden, Connecticut. Mr. Saulnier was founding Chairman of
the Department and has designed the Department's Associate,
Baccalaureate, and Master's degree programs.

Previously, Mr. Saulnier served as Acting Dean of Quinnipiac's
School of Business, Associate Dean of the School of Business,
Assistant Professor and Chairman of the Department of Information
Systems, and as an H.E.W. Fellow at the Georgia Institute of
Technology.

Mr. Saulnier has an M.S. in Information and Computer Science
from the Georgia Institute of Technology and a B.S. in Mathe-
matics from Defiance College.

Contact at: Department of Information Systems
Quinnipiac College
Mt. Carmel Avenue
Hamden, Ct. 06518

(203)288-5251 ext. 343
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John F. Schiage, Ph.D., is an Associate Professor of Management
Systems and Sciences for Southern Illinois University at
Edwardsville. His other major duty has been the Coordinator of
the Management Information Systems Faculty. Besides his
wniversity commitment, he is currently an MIS project officer for
the 102nd U.S. Army Reserve Command in Saint Louwis, Missouri.
His university duties mainly encompass teaching upper division
and graduate cpurses in information systems and applications,
accounting systems and auditing for computers, and advanced
business praogramming (COBOL). He is active in the computer
curriculum area for DPMA and ACM and currently is Secretary-—
Treasurer for the ACM SIGCSE (special interest group on computer
science education). He has contributed to the DFMA model
curriculum and ACM curricula in computer science, community
junior colleges (operations and programming), and i1ntftormation
systems. His publications have been mainly in curriculum but has
written in MIS content areas plus present research in
psychological effects on the computer professional and accounting
application in/for computer systems.

He previously was associated with Purdue University (Computer
Technology Department), Muskegon (Michigan) Community College,
Pennsylvania State University, and the United States Government.
On a continuing bhasis, he does independent consulting for small
businesses and the major computer tesitbook publishers. His
experiences have been in accounting, personnel, and management

plus all facets of the computer field from operations to computer
management.

Dr. Schrage received his Ph.D. from Michigan State University in
Business Education and Administration and his M.5. and B.S. from
Southern Illinois University at Edwardsville in Business and
Applied Mathematics, respectively.

Contact at:

Southern Illinois University at Edwardsville
Management Systems % Sciences Department
Campus Box 106, Building II

Edwardsville, IL 62024

(6£18) -692-2504
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CLAUDE L. SIMPSON, JR. is an Associate Professor of Computer

Information Systems at the Northeast Louisiana University in
Monroe, Louisiana.

Previously, he was Associate Professor of Computer
Information Systems at the Pan American University in Edinburg,
Texas. He is the author of several articles and monographs and
has been teaching data processing for over ten years. He has also
been in industry in the data processing field for about eleven
years for a total of over 20 years data processing experience.

Dr. Simpson has a B.S. in Statistics and Computers from the
Lousiana Tech University and an MBA and Ph. D. from the Georgia
State University.

Contact at: College of Business

Northeast Louisiana University
Monroe, Lousiana 71209
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LAVETTE TEAGUE is Professor of Information Systems at California State
Polytechnic University, Pomona, where he teaches structured systems
analysis and design, problem solving, and comparative programming
languages. He is also a systems consultant, especially in the area of
~ computer applications to building design, engineering and construction.

During 1975-1980, prior to his appointment at Cal Poly, his consulting
projects included system requirements documents for the U. S. Army Corps
of Engineers' Computer-Aided Engineering and Architectural Design System,
the U. S. Department of Energy computer program for energy analysis in
buildings, and design data bases and analyses for major medical center
projects. From 1968-1974 he was Director of Computer Services for
Skidmore, Owings and Merrill in Chicago, responsible for computer
operations and program development in both the business and technical
aspects of the firm's architectural, engineering and planning practice.
From 1957-1968 he worked as an architectural designer in Birmingham,
Alabama, and as an architect at the Rust Engineering Company and at
Synergetics, Inc. He was the Rust participant in a study with IBM and
Kimberley-Clark for a computer-controlled newsprint machine. Dr. Teague
has also taught at Carnegie-Mellon University, UCLA, the University of
I11inois (Chicago Circle) and MIT.

Dr. Teaqgue has a B. Arch., M. S. C. E., and Ph. D in Civil Engineering
Systems from the Massachusetts Institute of Technology. He received

the 1966 Arnold W. Brunner Scholarship for research in architecture from
the New York Chapter of the American Institute or Architects. He is a
member of the Association from Computing Machinery, the American Institute
of Architects, and Phi Eta Sigma, Scarab, Scabbard and Blade, Tau Beta

Pi, Sigma Xi, and Chi Epsilon honor societies.

Contact at: School of Business Administration
California State Polytechnic University
3801 West Temple Avenue
Pomona, CA 91768

(714) 598-4238
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DR. MIKE VANECEK is Associate Professor of Accounting and
Information Systems at North Texas State University in Denton,
Texas. He teaches courses in business computer information
systems, EDF auditing, and accounting. His research interests
include distributed systems, software and taxes, information
resource management, and EDF auditing. He has had several
articles published in computer information systems and
accounting jouwrnals and is cwrrently writing a textbook on
distributed systems and teleprocessing. He is a member of
DPMA, SMIS, AIDS, ACM, EDPAA. AAA, and IEEE. Dr. Vanecek has
aver fifteen years experience in the computer industry and has
done consulting for both industrial and governmental
organizations. He holds the F.E., C.D.F., and C.I.S.A.
certifications.

Dr. Vanecek’s previous experience includes computer systems
consulting in industry and government as president of his awn
firm, M & M Vanecek, Inc. He was a systems analyst for six
years at the Shell 0il Co. Information Center in Houston, Tx.
While with Shell, he designed, developed, coordinated, and
implemented operating system software on several projects.
These projects included operating system support, array
processor development, tape labeling, remote communication
handlers, and so on. He also worked on classified projects as
a computer programmer with the Applied Research Laboratories
in Austin, Tx. He has over 20 years service with the Navy and
the Naval Reserve in the submarine and intelligence programs.

He holds a Ph.D. in Accounting and Information Systems from
the University of Texas at Austin, an M.E.A. from the
University of Houston, and an M.E.E. and B.S.E.E. from North
Carolina State University.

Dr. VYanecek can be contacted at:

College of Business

North Texas State University
Denton, Tx. 76203

(817) 788 2311
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KENNETH L. VILLARD is the Internal Consultant for Organiza
tional Development and Change with the Federal Reserve Bank
of Cleveland. His duties include the introduction of
technological change into user departments, resolution of
user resistance and the training of data processing systems
personnel in communication and behavioral skills as supple-
ments to their technical training. He is also an external
consultant for both public and private organizations,
focusing primarily on productivity and turnover problems in
data processing departments. In addition, he has authored
two books: Beginnings in Relational Communication and Theory
and Practice in Interpersonal Effectiveness.

Prior to his involvement with the Federal Reserve, he taught
Organizational and Technological Change and Interpersonal
Communication at Cleveland State University and Michigan
State University.

He has a Ph.D. in Communication and Information Science from
Michigan State University, an M.A. in Personnel Administration
from Bowling Green State University, and also a B.S. from
B.G.S.U.

Contact at: Federal Reserve Bank of Cleveland
P.0O. Box 6387
Cleveland, Ohio 44101
(216) 579-2141

28



BIOGRAPHY

ROY F. WALLER, CDP, is a Senior Member, Information Systems Development,
at Western Electric Company, Inc., Oklahoma City. He is currently the
project leader for four Divisional Accounting Systems in the Information
Systems Development organization. As the project leader, Mr. Waller is
responsible for the development, implementation, and operation of four
large computer systems: Data Base Mechanized Accounting Results System,
Regular Mechanized Accounting Results System, Division Staff Reporting
System, and the Mechanized Manufacturing Results System at the following
company locations: Oklahoma City, Oklahoma; Dallas, Texas; Columbus, Ohio;
Division Staff in Morristown, New Jersey; and Hawthorne, Lisle and
Montgomery (all in the Chicago, I1linois area).

Prior to 1972, Mr. Waller was a project leader for Payroll and Personnel
Systems and has also been a project leader in the Production and Inventory
Control Systems for Western Electric.

Mr. Waller is active in the Data Processing Management Association (DPMA).
He served as the chairman of the Education Committee for the Oklahoma City
Chapter for 1981, and is the chairman of the Program Committee for 1982.
Mr. Waller is also the Program Chairman for the DPMA Region III Spring
Conference to be held in Oklahoma City on April 14-16, 1982. He served on
the national committee of 80 computer specialists to develop a Computer
Information System Model Curriculum for community colleges and universities
in the United States. Mr. Waller is a member of the following professional
societies:

1. Data Processing Management Association

2. American Institute of Industrial Engineers

3. The Society for Certified Data Processors

4. The Special Interest Group of Certified Data Processors

Mr. Waller has served or participated in the following:
1. Oklahoma City Works Technical Library Committee
2. Oklahoma City Works Data Collection Task Force
3. Junior Achievement Advisor for 2 years
4. Editor of the Oklahoma City Personal Computer Club
5. A vocational Technical Instructor for computer programming

Mr. Waller holds a B.A. degree from East Central State University of Ada,
Oklahoma, and an M.B.A. degree from Oklahoma City University. He is also
a holder of the Certified Data Processor title.
Contact at: Western Electric Company, Inc.

7725 West Reno

Oklahoma City, Oklahoma 73125

(405) 781-3218
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JEFFREY L. WHITTEN is an Assistant Professor in the Depart-
ment of Computer Technology at Purdue University. Computer
Technology is an undergraduate program in computer informa-
tion systems that conforms very closely to the DPMA model
curriculum. Professor Whitten is the coordinating instruc-
tor of a sequence of systems analysis and design courses
that includes CIS-4 and CIS-5 in the model curriculum.

Professor Whitten has been recognized bv his students,
teachers, and employers as both an innovative and effective
instructor of systems development.

Previously (1976-1979), he was an instructor in the Depart-
ment of Computer Science at Purdue University. 1In that
capacity, he was responsible for information systems
development courses.

Professor Whitten has an M.S. degree in Computer Science
with emphasis on Management Information Systems and a B.S.
degree in Industrial Management with a Business Data
Processing technical option, both from Purdue University.

Contact at: Department of Computer Technology
Purdue University
scc-C
West Lafayette, IN. 47907

(317)-494-2560
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NR. MARVIN M. WOFSEY 1s Professor rcmeritus of MNanagement
at the Schcol of Government and Business Aéministration
of The George Washington University. He has designed and
taught computer-related courses at The George washington
University, The American University ané the Department of
Defense Computer Institute.

Currently he is consulting in the area of computer security,
editing a book in the same area, and developing a conference
in hospital mechanized systems. He has been connected with
electric accounting machines since 1936 and computers since
1954, During this time he has filled practically every
position in data processing. Dr. Wofsey was the Data Fro-
cessing Nirector of the Bureau of Supplies and Accounts

of the Navy Department and Computer Laboratory Director

at The American University. He has been a consultant to
sone of the larger corporations in the country, such as
Westinghouse, IBM, and the Chase-Manhattan Zank.

Nr. wofsey has been in the Data Processing Management Asso-
ciation and its predecessor National Machine Accountants
Association since 1960. He holds the CDF, and has served
as General Chairman of the 1968 International Conference,
member of the first CDP Advisory 3oard, international Di-
rector, and was awarded life membership both nationally and
in the Washington, D.C. Chapter. He also served on the
National Committee for Computer Frogrammer Training for the
Nssoclation for Computing hachinery, and represented the
DPFA at the Cffice of Education in developing suggested
computer curriculums.

Je has written two books anfd a monograph in the area of
Computer iranagement, and edited another one. lore than
twenty of his articles have apreared in various national

and international vrofessional publications. He has lectured
and/or taught in both North and South America, Europe, and
Asla.

Nr. .Wofse¥y.received his 2achelor of Science in Economics
from the Yew York University in 1935, his laster of Science
in Statistics in 1942 and his Doctor of Fhilosorhy in Fublic
Afministration in 1667 from The American University.

Contact at: Marvin M. Wofsey, Inc.

15311 Pine Crchard Drive
Silver Spring, Marylandé 20906

(301) 598-7003
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DUANE R. WOOD is Dean of the School of Business, Economics, and
Management and Professor of Management at the University of
Southern Maine. The School has 40 FTE faculty and over 1500 majors.
It offers associate degrees in business, including a new business
computer programming option, baccalaureate degrees in economics,
business administration and accounting, and an MBA degree.

For eight years prior to this, he served at Central Michigan
University as Director of the interdisciplinary M.S. in Administration
Program, Director of the Central Michigan School of Banking,
Assistant Dean for Graduate and External Programs in the School

of Business Administration, and Professor of Management. He

also has taught at the University of Wisconsin-Oshkosh and has
directed the Indianapolis M.B.A. Program for Indiana University.
From 1964-1969, he was employed as Project Engineer and Engineering
Manager at Indiana Bell Telephone Company in the plant engineering
department where he was responsible for implementing the use of
computers in conducting feeder route design and economic cost
studies.

Dr. Wood earned his D.B.A. in management and administrative studies
from Indiana University, his M.B.A. from Butler University, and his
B.S.M.E. from Rose-Hulman Institute of Technology. He also is

a registered professional engineer in the State of Indiana.

Contact at: University of Southern Maine
96 Falmouth Street
Portland, Maine 04103
(207) 780-4020
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ROBERT F. ZANT is a Professor of Information Systems at
North Texas State University. He has researched and
published in the areas of data base technology, corporate
modeling, microcomputer systems and managerial accounting.
Dr. Zant is also an active consultant and lecturer in
professional development seminars. As an education con-
sultant to the U.S. Internal Revenue Service, he has been
a major contributor to the develoopment of the training
programs for computer audit specialists.

Prior to joining the faculty at North Texas State, Dr. Zant
was with Clemson University where he taught information
systems, management science and managerial accounting.

Other professional experience includes work as a systems
programmer at the University of Florida on a team that
developed a time-sharing system and work with the Boeing
Corporation as a scientific programmer developing simulations
of Apollo missions.

Dr. Zant holds a Ph.D. in Economics and Business Administration
from the University of Florida. He has a M.A. in management
science and a B.A. in mathematics both also from the University
of Florida.
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APPLYING MODEL CURRICULA TO A PARTICULAR ENVIRONMENT

Daniel V. Goulet
Assoclate Professor

Robert P. Morris
Assistant Professor

Bruce Staal
Associate Professor

Mathematics and Computer Science Department
University of Wisconsin-Stevens Point
Stevens Point, Wisconsin 54481

ABSTRACT

The computing profession as a whole has been concerned with the educational
preparation for people entering the profession. The concerns have been manifested
by curricula studies and proposals by several professional computing organizations,
namely, ACM's Curriculum '78, IEEE's A Curriculum in Computer Science and
Engineering, and most recently, DPMA's Model Curriculum. Each proposal specifies
a set of courses and content, and a sequencing through the course lists. Some
specify goals and terminal objectives for students completing the course structure.
All address the curricular problem from the professional activity point of view.
None addresses the problem from the educational setting point of view.

The thesis of this paper is that all curricula exist in a particular educational
environment and must be tailored to that environment. A model is presented

which examines the global problem--model curricula and educational environment--—
and a strategy is discussed on how the model can be applied to a particular
university setting. Finally, a short case study is presented showing the results
of the model applied to the design of the Computer Information Systems curriculum
at the University of Wisconsin-Stevens Point.
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INTRODUCTION.

The computing profession as a whole has been concerned with the educational
preparation for people entering the profession. The concerns have been manifested
by curricula studies and proposals by several professional computing organizations.
They are ACM's Curriculum '78 (1), IEEE's A Curriculum in Computer Science and
Engineering (2), CUPM's Report of Subpanel on Computer Science (6), and most recently,
DPMA's Model Curriculum (3), and Pittsburgh Large User Group Education Committee's
Model DP Curriculum (4). Each proposal specifies a set of courses and content,

a sequencing through the course lists, and to some extent variations and modifi-
cations that can be used with varying sized departments. Some specify goals

and terminal objectives for students completing the course structure. All, in

a sense, provide a prescription for a successful curriculum from the professional
activity's point of view. None addresses the curricular problem from the educa-
tional setting point of view.

The thesis of this paper is that all curricula exist in a particular educational
environment and must be tailored to that environment. The prescription, though
sound from the profession's point of view, may not work when the university's
constraints are identified, nor service the user communities desiring to employ
the program's graduates. This paper presents a model which examines the global
problem -- model curricula, educational environment, and user community —-- and
discusses a strategy for applying the model to a particular university setting.
Finally, a short case study is presented showing the results of the model applied
to the design of the Computer Information Systems curriculum at the University
of Wisconsin-Stevens Point.

THE MODEL.

The model presents a systematic way of looking at the pertinent issues surrounding
the construction of a specific curriculum. The components provide a framework

in which information collection and evaluation can be focused, and defensible
decisions can be made. The model components and their relationships are diagrammed
in Figure 1, and will be discussed one at a time.
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Perceived need.

The development of a curriculum at any college or university begins by

first perceiving some need. The need may be as simple as looking for a
program to bolster declining enrollments, or more complex like trying to
service demands from students for more course work; following the lead of
interested faculty members; following the directive from the upper adminis-
tration to produce such a program; observing the unsatisfied demand in the
user community, etc. The point is that a need is identified and the process
to satisfy the need begins.

University.

The planning process begins with a critical and comprehensive institutional
self-assessment. Computing is so pervasive that the development of a major
program will have some impact on almost every unit on campus. Hence, a

key assessment element is that the process extend beyond the departmental
unit that will house the program. There are at least four components that
must be examined. They are:

mission or orientation of the university
student body

faculty resources

computing resources

Qan o

In each of the areas, a set of questions needs to be asked. Collectively, their
answers will determine the educational setting for the program.

a. Mission/Orientation.

The first questions that need to be asked are, does a university mission
statement exist, and if one does, does the statement have actual impact
on the administration of the university and/or on the implementation of
the computing program?

Next the orientation of the university must be determined. Is the school
a liberal arts institution, an engineering college, a general college, etc?
Is the school urban or rural?

Is there support, and to what level, for developing a computing program?
What service needs does the computing program have to support? The
answer to these sets of questions will determine the global parameters
governing the development of the computing program.

b. Student Body.

In planning curricula, universities often overlook the student
element. A rather cavaliar approach of "we know what is best" is
generally taken. Students may not be able to add to curricular substance
or content discussions, but they can contribute their educational and
vocational expectations. These may have a dramatic effect on the program
that is produced. Hence, questions like, is the student population
mostly urban, rural, small town, mixed, need to be examined. Are the
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majority of the students first generation college students or is the
student population basically one that has a history of higher education

in its heritage? Are the students vocationally oriented, research
oriented, graduate school oriented? What is the general intellectual

level of the study body; of the students expected into the computing
program? And what general expectation level do students have? Should

the program attempt to satisfy these expectations, expand them, and if

so, how much and in what direction? The answers to these sets of questions
will identify the student population that will be serviced by the program.

c. Faculty Resources.

Curricular programs exist only if faculty are available to develop,
teach, and maintain them. Faculty assessment must look both at those
directly involved in the administration and delivery of the program,

and those that are served by the program. The latter group will provide
a sense of espirit des corps, or lack of it, for a computing program.
This, in turn, can give support and direction to the program or provide
considerable obstacles for its implementation.

Some of the questions for the direct support faculty are: what are the
faculty interests, backgrounds, competencies? What are the faculty's
views of computing? Will faculty come from retraining, new hires? The
answers to this set of questions will identify the staffing needs and
hiring strategies to be followed.

d. Computing Resources.

The quality of a computing curriculum is highly dependent upon hardware
which supports the program. Does the university have a large mainframe and
centralized system, a distributed system, departmental minis? What is

the effect of micros on campus, and where do they fit into the total

computing picture? What is the age of the system, and how can it
be upgraded? Is there sufficient hardware funding to support a major
program?

Thg resglt of a careful and extensive analysis and evaluation of the four
university components listed above should provide a fairly clear picture
of the education milieu in which the program is to function. The
evaluation of the two remaining input elements in the model - model
curricula and product or user community - will now have a local context

and a framework where strengths, weaknesses, and tradeoffs can be
intelligently examined.

Model Curricula.

The computing profession's work on identifying and articulating university
computing curricula has been one of the most positive elements in constructing
sound educational programs. Continuation of this work is essential for it
provides direction and measures for particular curricula. However, by their
nature, these model curricula reflect the profession's point of view. Each
model's point of view is the single most important element in the model's
statement. That point of view must be determined, and then examined for
acceptance, rejection, or modification. Only then, does it make sense to
examine the details contained in the model.
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Thus, the remainder of this section will center on examining the perceived/
stated point of view of five curricula: ACM's Curriculum '78, IEEE A
Curriculum in Computer Science and Engineering, CUPM's Report of Subpanel
on Computer Science, DPMA's Model Curriculum, and the Pittsburgh Large

User Group Education Committee's Model DP Curriculum.

Curriculum '78. This is a computer science program. It has been designed

to develop computer science as a discipline. There is a strong mathematics
component. One of its major thrusts is the preparation of people who can extend
or expand the field of computer science.

A Curriculum in Computer Science and Engineering. This is a computer science
program which adds the engineering element to Curriculum '78. The engineering
component addresses both the hardware and software. The curriculum develops
computer science as a discipline from the context of this engineering
component. There are strong mathematics and electrical engineering components.
Graduates from the program have the preparation to extend or expand the field
of computer science and engineering.

Report of Supanel on Computer Science. This is a computer science program
within the context of a mathematics program or department. It follows very
closely both the recommendations and coursework presented in Curriculum '78.
Hence, it too is looking at computer science as a discipline.

Model Curriculum. This is a computer information systems program. The main
thrust is to develop computing as a tool to sclve management problems. There
is a strong management component. The graduates are prepared to evaluate,
manage, and use computer generated information.

Model DP Curriculum. This is a business information systems program. The
main thrust is the development of computing management tools that relate
directly to the use of computer generated infomation within the context

of the business community needs. There is a strong management component.
Graduates are expected to move into the business community with a minimal
amount of additional training.

All five of the curricula basically stand apart from the educational institu-
tions that house them. The first three address the discipline of computer
science, the last two the 'discipline" of computer information systems. At
the risk of oversimplifying, the first three focus on the discipline as an end
in itself, while the last two focus on the end product to industry and hence
use the discipline as a means to an end.

Product or User Community.

There are three important groups which accept the vast majority of students
exiting undergraduate computing program. They are: graduate schools,
vendor or systems groups, and user or applications groups. What are each of
these groups looking for and what questions should be asked of them?

Craduate School. The graduate school's main role whether in computer science
or computer information systems is to produce people that can expand the
discipline. These people may be targeted for research, education, or manage-
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ment, but they will still have to go through an educational program that
requires them to address the concept of discipline expansion. The discipline,
once again, is the end. Hence, entrants into graduate school will have to

be educated in the basic components of the discipline and have a strong
theoretical backing.

Vendor/Systems Groups. These groups are looking for programmers or analysts
that can assist them in producing a proper functioning computer system. They
are interested in software and hardware, both theoretical and actual, that
will make a system work.

User/Applications Groups. These groups are interested in using the computer
as a problem solving tool. Their major objective is the utility of the computer
to the user. For them, problem solution is the end.

Again to risk oversimplification, the first two groups look at hardware/

software as the end, while the latter group looks at hardware/software as

a means to an end. The questions that need to be addressed to each group

relate to the identification of both the kind and degree of training expected

for entry level professionals. The answers can be used to identify proficiencies
desired and success measures for individual curricula.

Creative Mixer.

The results from studying the educational institution, the model curricula,
and the produce/user groups provide the base information for the design of

a particular curriculum. The model construct for bringing all these diverse
pieces of information together is the '"'Creative Mixer.'" This construct
implies by its very name that there is no set algorithm for dropping out a
curriculum. It is dependent on the people, place, and time in which the
educational analysis takes place; that is on the cultural, environmental,
and educational milieu that will receive and house the program.

Of primary concern in making the creative mixer work is the identification of

a concept on which the program can be built. The program should have a thread, a
design, which can be used to evaluate, accept and/or reject proposals for curri-
cular content. The design goal is to have a cohesive program; not a hodge-
podge of courses. The planning unit must accept the position that their

program cannot be all things to all people. An orientation, thrust, design,
mission, call it what you will, must be chosen or the prdgram is destined to
have significant problems.

The next concern for the functioning creative mixer is the product exiting
the program. What does the planning unit want the outside world to see, and
what level of competencies and skills are the graduates to have. These
terminal competencies are not easy to identify or define, but without them

the educational institution neither knows if they have reached their educa-
tional objectives, or if they say they have, how to measure success.

The third concern for the functioning creative mixer is to find the fit for

the program within the total university community. No only does the questioms
of the major's content have to be asked, but questions of a minor program and,
perhaps more important, the service role that the computing program will have
to play for the rest of the university needs to be identified and integrated
into the curriculum. This latter point is not addressed in any model curricula,

nor can it be. It is the unique territory of the creative mixer.

L0



The results of the work of the creative mixer is to produce a specific
curriculum, satisfying specific needs, at a specific institution during a
specific timeframe.

A CASE STUDY.

During the past twelve months, the Creative Mixer Model has been applied at the
University of Wisconsin-Stevens Point to produce a design for a Computer
Information Systems Major. A short synopsis of that process will be identified,
and with the resulting curriculum presented in course title form.

1. Perceived Need.

UW-SP presently offers a 24 credit minor in computer science and no major.

Since 1975, there has been a continual and large growth in student demand,
approximately 40% per year. The growth has caused two problems: (a) .
students desire more coursework to include a major, and (b) faculty recruit-

ment and retention for a high demand minor program is very difficult. To

try to satisfy student demands and make the program more attractive to both
current and future faculty, a program to construct a major was begun.

2. University.

The University self-assessment process began by examining two documents - the
UW-SP catalog (7) for the mission statement and a UW Systems report (8) giving
guidelines for computing programs with the System - and by interviewing faculty
and administrators across the campus. The basic question posed was, 'How

does an expanded computing program fit into the Mathematics and Computer
Science Department and into UW-SP's mission?"

Those interviewed overwhelmingly agreed that a computing major fits UW-SP's
mission just as the majors in English, History, Mathematics, etc., fit.
Computing should be a part of every university's academic offerings. More
specifically, those interviewed expressed a clear perception that the program

is a necessary support function to the University's select mission. The
question that resulted was "what kind of a support role?"” The answer came from
a careful examination of the Mission Statement in light of the comments received
and is reproduced here.

UW-SP, as one institution in the University Cluster of the University of
Wisconsin System, has a core mission of "providing a first priority emphasis

on teaching excellence." The select mission further identifies specific areas
of focus for the campus: 'communicative disorders, teacher education, home
economics, paper science, and natural resources (management emphasis).'" The

implication of these two mission statements for the Department of Mathematics
and Computer Science is clearly to define an educational support role. Hence, the
department's focus should be on how that support role is interpreted and imple-
mented.

The Select Mission and Goals contain additional statements that can be used to

assist in interpretation and implementation. UW-SP should "be dedicated to
implementing quality undergraduate instruction through new and innovative methods,"
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"recognize that all fields of knowledge are interrelated,'" be fostering the
"ability to think clearly and rationally," be developing the student's "intellec-
tual curiosity,'" and be contributing to the "awareness that learning is a life-
long process.'" Taken together, these statements demand that, as educators, we

be acutely aware of the environment within which we teach and the type of students
with whom we work. This requires us to use our collective creative effort to
provide a program which is relevant to both.

One program orientation satisfying many of the above requirements is that of an
integrated, applications oriented, problem solving activity which focuses on the
end user. Let us examine each part of the above:

1. A problem solving activity focusing on the end user: Ours is an environment
in which the majority of students are going to enter the job market directly
upon graduation. Their basic tasks are going to demand that they solve
problems.” Qur job is to provide the problem solving skills to attack these
problems.

2. Applications oriented: 1In order to learn the skills of problem solving, one
must do problem solving. Hence, the course structure will be applied rather
than theoretical. Students will be given 'hands on'" experience and real
life problems scaled to their level. The mathematical and computer tools
will be developed as a means to solving problems.

3. Integrated: Problem solving, by its very nature, is a multidisciplinary
activity. Hence our program should reflect this multidisciplinary approach
by interweaving within courses from diverse disciplines the uses of many
mathematical and computer tools, and by being very sensitive to attempts
to compartmentalize and/or fragmentize.

The integrated, applications oriented, problem solving activity focusing on the
end user requires a broadened and expanded view of the Mathematics and Computer
Science Department. No longer can traditional mathematics and computer science
programs be the norm. The vision must look beyond to include what is appropriate,
and to discard what is not (5).

Model Curricula.

The model curricula that were examined together with their point of view
have been identified earlier in the paper.

Creative Mixer.

Over a period of six months, the inputs to the Creative Mixer were discussed
both formally and informally. The curriculum design philosophy accepted was:
""the integrated problem solving activity, focusing on the end users." The
curriculum that has resulted 1is an amalgamation of what the computing
profession recommends: DPMA's Model Curriculum, ACM's Curriculum '78, IEEE's
A Curriculum in Computer Science and Engineering and what the unique elements
of UW-SP's environment require: University orientation and mission, the student
body and their career objectives, the faculty and their interests, and the
computing power existing on campus. The resulting program has many unique
aspects, and has the potential to place the graduates from the program in
highly desirable positioms.
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5.

Specific Curriculum.

Program Objectives and Parameters:

A. Curriculum Objectives.

()

(2)

(3)

(4)
(5)

To provide graduates with the knowledge, skills, and attitudes
(a) to function effectively as applications programmer/analysts,

(b) to have the educational background and desire for lifelong
professional development.

To provide understanding of the information needs and the role
of information systems in business/industrial organizationms.

To provide the analytical and technical skills for identifying,
studying, and solving information problems in business/industrial
organizations.

To provide the background for further study in information systems.

To instill a professional attitude and seriousness of purpose
about computer information systems as a career field.

B. General Teaching Concepts.

(1)

(2)

(3)

(4)

(5)

Computer information systems is a skill area as well as a concept
discipline. Hence, hands-on activities must be interwoven through-
out the entire curricular structure.

Instruction/curriculum will unfold from simplified, specific
concepts to more complex and abstract principles. In particular,
the course structure will emphasize programming/skill activities
at the beginning with a gradual progression to a higher level of
sophistication and modeling/analytical abilities toward the end of
the sequence.

Highly integrated methodologies need to be taught, as opposed to a
potpourri of techniques. In particular, structured concepts will
pervade the instructional process.

Opportunities to communicate ideas and project results both orally
and in written form need to be an integral part of the program.

Opportunities to function individually or as part of a team need
to be included.

C. Technical Considerations.

(D

(2)

The computing information field is moving rapidly toward terminal,
on-line, disk-oriented, database systems.

The micro-computer field will become more and more important in

data processing as the costs of these machines decrease, and as
their technical capabilities increase.
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(3) There is an expanding use of data processing by large, medium,
and small companies.

(4) Distributed data processing will soon be a part of many computer-
based information systems.

(5) The need for Electronic Data Processing Auditing is becoming more
prevalent.

(6) There will be a gradual merging of data processing, word processing,
and data communication.

The Curricular Major.

The proposed CIS major consists of three components, a 39 credit computing major,
a 21 credit collateral minor, and a 3 credit technical writing course. General
degree requirements consist of 44-56 credits; however, a protion of these credits
can be used to satisfy both sets of requirements. Hence, a student will have

10 to 25 free electives in their degree plan.

The computing major contains three options: (1) business option, (2) data
communications option, and (3) technical support option. Each option contains
a common core, an option area, and computing electives (see Figure 2).

A. The Common Core.

The common core focuses on skill activities needed throughout computing

and provides the computing language facility and hardware familiarity on
both large systems and small systems that will be used during the remainder
of the program.

B. The Business Option.

The Business Option is designed to support and complement the existing
Business Administration major with an emphasis in Management Information
Systems. Business Administration focuses on the management function, while
the CIS major focuses on the computer information function. The CIS
Business Option requires the existing Business Administration minor as

its collateral minor.

C. The Data Communications Option.

The Data Communications Option is designed to support the rapidly growing
use of computers in the broad field of communications. It is built from
and supports the Communication major in Fine Arts and implements the number
two priority for the College of Fine Arts, that is, the expansion and
linkage of the computer and the field of communications.

D. The Technical Support Option.

The Technical Support Option is designed to support a broad spectrum of
disciplines that needs computing and computer information systems as



Soph

Jr.

Sr.

problem solving tools.

It is designed to support most technical disciplines
as well as to provide a base for further study in computing.

The program

is more mathematical/quantitative than the other two orientations, and
requires that its collateral minor be approved by the Coordinator of

Instructional Computing.

Course Sequence.

Operations Research

Operations Research

Core
lst sem 2nd sem
Freshmen Pascal FORTRAN or COBOL
Sophomore Assembler Large Systems
Junior Data Structures
Business Data Communications Technical Support
Advanced COBOL Adv FORTRAN or Adv COBOL Advanced FORTRAN
1st Systems Anal Input and Display Input and Display
2nd Data Base Data Base Operating Systems
Input and Display Data Communications elective
1st EDP Auditing Networks
elective elective Simulation
2nd DP Law View Data
elective elective elective
Figure 2. The Curriculum Model

SUMMARY AND CONCLUSIONS.

The thesis of this paper was that all curricula exist in a particular environ-

ment and must be tailored to that environment.

A model has been presented which

allows the user to do a systematic analysis and evaluation of their educational
environment, and assist them in producing curricula for their cultural,

environmental, and educational milieu.
develop and a way to evaluate local curricula.
assisted UW-SP in constructing its curricular model.
others in developing theirs.
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QUINNIPIAC COLLECE: A TEN YEAR CASE STUDY IN INFORMATION
SYSTEMS BACCALAUREATE EDUCATION

BRUCE M. SAULNIER
CHAIRMAN, DEPARTMENT OF INFORMATION SYSTEMS
QUINNIPIAC COLLEGE

Introduction

Quinnipiac College is a private, four-year, nonsecterian
institution located in Hamden, Connecticut midway between the
metropolitan centers of Boston and New York City. Founded in
1929, the college has grown rapidly and now consists of three
schools: Allied Health, Liberal Arts, and Business. The special
mission of the college, as adopted by the Board of Trustees,
is to provide the opportunity for an integrated liberal and
technical education that will enable students to prepare for
professional careers and to make responsible decisions in a
society that increasingly demands an understanding of the
humanities, the social and natural sciences, and technology.
Enrollment has stabilized over the last five years and currently
numbers 2300 full-time and 1500 part-time students.

Within the context of the special mission of the College,
the goal of the School of Business 1s to prepare students for
effective participation in the modern business environment,
one in which both well-developed skills and a clear under-
standing of the needs of a humane society are urgently required.
Consistent with both the special mission of the College and
the goal of the School of Business, the primary objective of
the Department of Information Systems is to provide an environ-
ment where students can acquire and develop technical and pro-
fessional skills and attitudes to achieve two objectives:

(1) acquiring the necessary skills to attain their first job
in a business data processing environment and (2) establishing
themselves as individuals who will make contributions to the
business as a whole.

Quinnipiac College has offered the Bachelor of Science
in Information Systems since the fall of 1972. Defining a
"phase" as a "time frame marked by major philosophical changes
in the program's educational emphasis,” the dynamic nature
of the discipline we call Information Systems has forced the
program to undergo several changes during its evolution, changes
which naturally divide the program into four distinct phases.
This paper traces the evolution of the program through the
four phases with respect to four central themes: (1) curriculum
development, (2) faculty recruitment, (3) student body enroll-
ment and (4) availability of appropriate computer resources.
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Phase 1 1972-75

In July of 1971 Quinnipiac College hired a new Dean for
its School of Business. His background was in Operations
Research. Recognizing the potential for a business-oriented
computer program and aware of the lack of computer expertise
among his faculty, the Dean commissioned a member of the
alumni association to draft a proposal for such a program.
Possessing a B.S. in Accounting and an MBA from the University
of Massachusetts with a concentration in Management Information
Systems, the alumnus was serving as Director of Management
Information Systems for the Administrative Data Systems Division
of Yale University. He had taught introductory data processing
courses for the college on a part-time basis for three years
and his courses had been particularly well-received by the
students. Student demand for such a program was high.

The resulting proposal (Fig. 1) was adopted by the faculty
of the School of Business in November of 1971 and was quickly
approved by the appropriate college governance bodies. The
program was housed in the Accounting Department and the name
of the department was changed to Accounting and Information
Systems Management to reflect the two distinct programs within
the department.

Faculty recruitment was begun in earnest as it was desired
to formally start the program in the fall of 1972. The Search
Committee quickly became aware of the fact that the presence
of appropriate doctoral degrees by potential faculty candidates
was a scarce comodity and compromised by hiring two individuals
with backgrounds in complimentry fields: a Ph.D. in Industrial
Engineering from Yale and an ABD in Information and Computer
Science from Georgia Tech. Initial appointments were as
Assistant Professors of Computer Science reflecting the haste
of the college to commence a computer program, the "get on the
bandwagon" syndrome, without adequate forthought as to the
ultimate direction of the program.

The program commenced in the fall of 1972. The chairman
of the department, having no computer background, schedueled
classes and ordered textbooks and left all details of program
implementation to the new faculty members, neither of whom had
any background in implementing curricula. Initial student
seatings numbered 301 in 10 class sections indicating wide-
spread student demand without knowing exactly what would be
taught. The computer was little more than a toy to the students
who neither understood its basic constructs nor realized its
potential uses and limitations. The students wanted to "get on
the bandwagon" not realizing that the college was trying to do
the same thing. In fact, the bandwagon had yet to be defined!
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PHASE 1 1972-75

DEPARTMENT OF ACCOUNTING AND INFORMATION SYSTEMS MANAGEMENT
Courses in the Information Systems Management Program

INFORMATION
SYSTEMS
COURSES

BUSINESS
SUPPORT
COURSES

IS101. Survey of Data

Ac101.

Basic Accounting I

FRESHMAN Processing . .
IS102. Programming Survey AC102. Basic Accounting II
1S201. Programming Workshop EC101. Pﬁiggéﬁiiz ;f
S OPHOMORE IS 204, Igfo;matlon Systems BC102. Principles of
esign Economics II
EC254. Managerial Economics
i . MS101. Process of
: *
- JUNIOR IS Elective & Management
! ctive 0B102. Organizational
Behavior
IS309. Installation
Training I
SENIOR IS310., Installation MS402. Management Decision
Training II Making
ISLO1. Survey of Management
Information Systems
TOTAL HRS 27 24

* Students should select two electives from the following:

IS203. Data Base
IS206. Design of
IS207. Equipment

Concepts and Design
Financial Systems
Used in Data Processing

1S304. Managing the Computer Installation

Figure 1: Phase 1
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The program was dependent upon the college's administrative
computer center to support its programming courses. The only
computer available on campus during Phase 1 was an IBM System/3
Model 10 operating in a batch processing environment. Languages
were restricted to COBOL, RPG II, and FORTRAN IV. Two key-
punches were available to students who punched their programs
during the day. Programs were run in batches after the close
of the business day and turnaround was restricted to one per
day. Students were responsible for carrying their decks of
cards with them and the presence of 96-column cards made running
on any other computer system nearly prohibitive.

The curriculum itself was somewhat unstructured. The
support business courses were a permutation of the AACSB Common
Body of Knowledge while the Information Systems courses implied
two distinct options: (1) a programming option reflected by
taking Data Base Concepts and Design of Financial Systems and
(2) a management (operations) option reflected by taking Equip-
ment Used in Data Processing and Managing the Computer Installa-
tion. The Programming Survey course was designed to expose
students to a variety of programming languages and the Programming
Workshop course was designed to give comprehensive exposure
to one language, as yet to be determined. The Installation
Training courses were intended to provide students with exposure
to working in a computer installation for approximately 15
hours per week for academic credit, but no business installation
could be reasonably expected to train students with such a
sparse background.

The two full-time faculty members differed significantly
in their educational approach. The individual with the industrial
engineering background was a research-oriented individual with
no business background. He could see no use for a "cumbersome"
language such as COBOL when a more compact language such as
FORTRAN was commercially available. He viewed the machine as
a data cruncher for research purposes and was insensitive to
the needs of the business community for report generation.
Students, sensing the conflict of educational philosophies
between the full-time faculty, quickly chose sides in what came
to be a heated debate as to the future direction of the program.

Two-year faculty reviews were conducted in March of 1974
and it was concluded that the faculty member from Georgia Tech
would remain and that the industrial engineer would be terminated
at the end of the academic year. It was furthur concluded that
another faculty position was warranted and approval was granted
to hire two new faculty for the 1974-75 academic year. The
recruitment process was again geared up since there was but six
months to conduct such an effort and the faculty member from
Georgia Tech was appointed to chair the search committee. The
first faculty member hired had an MS in Computer Science from
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Southern Illinois University coupled with additional graduate
study in Computer Science at the University of Pittsburgh. The
second faculty member hired had an MBA from the University of
Hartford, extensive business experience, and teaching experience
at the two-year state technical college level.

The 1974-75 academic year thus commenced with three full-time
faculty members. There was a unified educational philosophy
in that the search committee selected candidates consistent with
the educational philosophy of the chairman of the committee.
A major curriculum study was conducted during this year and
several points were concluded:

1. There were not enough hours of information
systems courses to provide an adequate acade-
mic background for the students.

2. The introductory programming courses could
better serve the students if they concentrated
on specific languages.

3. The installation training courses were unreal-
istic as requirements at this time due to the
inadequacy of student backgrounds. '

4., The management (operations) option was
unworthy of inclusion in a four-year college
curriculum.

5. The name of the program should be changed to
Information Systems.

6. Sufficient electives should be made available
to enable students to concentrate in a variety
of areas.

Consequently, a major curriculum revision was drafted and approved
by the appropriate college bodies to commence with the 1975-76
academic year.

Two other noteworthy events occurred during the 1974-75
academic year. First, a grant was secured that would enable the
college to purchase additional computer resources to support
its Information Systems program. This led to the purchase of
a Data General Nova/2 dual-disk system with four teletypes that
was in place in September of 1975. Second, it was recommended
by the administration that the program had sufficient enrollments
to warrant its inclusion as a separate department. Department
status was to be granted commencing with the 1975-76 academic
year.
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Phase 2 1975-78

Phase two of the program comprised three academic years,
fall 1975 thru spring 1978. The new curriculum (Fig. 2) was
implemented on schedule and there was agreement among faculty,
students, and potential employers that its structure was more
suited to the job market as 1t existed in Southern New England.
Three faculty members worked smoothly together and there developed
a chemistry among the faculty that appeared to be contagious
to the students. There existed a sense of purpose to the educa-
tional efforts and there existed a certain pride in proclaiming
"T am an I.S. major!" This new found pride in identity was
pertially fueled by recognition of department status and the
original faculty member from Georgia Tech was named department
chairman. Student enrollments were relatively constant through-
out the period and numbered aproximately 375 per semester.

The Data General Nova/2 was a welcome addition to the campus
computer facilities. Although severely limited in computational
power, it enabled the teaching of FORTRAN and BASIC on a much
faster turnaround basis and provided the vehicle for introducing
both "Assembler" and "Minicomputer Concepts and Applications" into
the curriculum on an elective basis. Upper level students were
now able to "play" with the operating system, load programs in
an octal and hexidecimal setting, and feel the full frustration
of reading a core dump. Clearly, though decidedly non-utopian,
the program was taking a step in the right direction.

A primary thrust of the new curriculum was to introduce
COBOL and RPG into the students' educational exposure as soon
as possible. It should be noted that RPG is particularly suited
to southern New England with its close proximity to IBM's
corporate headquarters. The course titled "Equipment Used in
Data Processing" was redesigned and emerged as a more classic
course in "Computer Organization" which was piggybacked with
a course in "Data Base Concepts." The course in "Systems Analysis"
was followed up with courses in "Teleprocessing,"” reflecting the
trend of the industry to go on-line, and "Management Information
Systems,” which was now approached more from the design level
that the theoretical level employed before. A course in "Advanced
Business Applications,"” one in which students were to both design
and implement a major system of programs as opposed to programs
existing in isolation, was added on an elective basis. Several
companies agreed to serve as installation training sites for our
best students but the couise was maintained only on an elective
basis such that we could control the quality of the student sent
to particular installations. It was concluded that an exposure
to many of the business disciplines on a required basis was
better than exposure to a select few and the structure of the
business support courses was altered to reflect this thinking.
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PHASE 2 1975-78

DEPARTMENT OF INFORMATION SYSTEMS
Courses in the Information Systems Program

INFCRMATION
SYSTEMS
COURSES

BUSINESS
SUPPORT
COURSES

1S101. Introduction to Data

AC101. Basic Accounting I

FRESHMAN Processing . X
1S201. COBOL AC102, Basic Accounting II
IS202. RPG II EC101. Principles of
IS204, Information Systems Economics I

S OPHOMORE Design EC102. Principles of
IS207. Computer Organization Economics II
IS303. Data Base Concepts
IS305. Introduction to FM101. Business Finance

JUNIOR Teleprocessing M5101. Process of
IS325, Management Information Management

Systems MK101. Marketing Systems

IS Elective *
IS Elective *

SENIOR IS Elective * Business Elective
IS Elective * Business Elective
IS Elective *

TOTAL HRS 39 27

* Students should select five electives from the following:

IS115. FORTRAN
IS125. BASIC
IS206. Financial Information

Systems

IS331. Advanced Business

Applications

IS409. Installation Training I

Figure 2: Phase 2
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IS301.
IS 304,

IS315.
IS332.

1S335.
IS410.

Operations Research

Managing the Computer
Installation

Minicomputer Concepts

Statistical Applications

Assembler

Installation Training II



Two modifications to the faculty composition of the depart-
ment were encountered during Phase 2. The faculty member with
the MBA degree left the department in mid-semester (November 1975)
and was replaced by another individual with an MBA from the
University of Hartford possessing the CDP in January of 1976,
Given the time constraints, the new faculty member had no prior
teaching experience, a radical departure from traditional recruit-
ing practice. He had an insurance background and his hiring was
a conscious attempt to instill more real-world exposure to the
classroom. The second modification was a direct result of the
attempt to offer several electives in the Information Systems
area given the lack of adequate staff to do so. A gentleman
with a BS from Wharton, the CDP, and twenty years of industry
experience was hired at the instructor level with the under-
standing that he was to complete an MBA within a given time
frame. Again, a conscious attempt to instill practical data
processing knowledge and background into the classroom was being
made.

The 1977-78 academic year was once again a year dedicated
to reexamination of the curriculum. The faculty, with a strong
business background and favoring a structured, management-by-
objectives approach to curriculum development, concluded that
the curriculum had been developed haphazardly with little consid-
eration for the target market (potential employers) of the finished
product (students). An advisory committee consisting of several
prominant local data processing executives was formed to define
the proposed student outcomes and make proposals regarding the
curriculum for faculty consideration. The committee proved to
be invaluable and to this day functions as an active participant
in nearly all department activities.

) It was concluded that for the purpose of undergraduate
education the Department of Information Systems should view
the electronic data processing profession as being divided into
systems analysis, programming, and operations. Furthur, programming
may be broken down into systems and applications tasks. The
curriculum of the department should concentrate upon the skills
necessary within applications and systems programming, but should
furthur seek to create a general interest in and appreciation
for the systems process within the students. The faculty is
most concerned that students are able to effectively anticipate
systems problems early within their academic career. The faculty
and the advisory committee believe that the electronic data
processing profession can best be served on the entry level by
employees who can recognize, as systems:

1. The interactions between organizational. functions.

2. Approaches to the:

a. Economics, analysis, design and
implementation of their recommendations.

b. Interests and concerns of the users of
electronic data processing equipment.
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The faculty and advisory council furthur believe that these
systems objectives can best be effectively reached by concen-
trating upon creating an environment where students can actively
participate in understanding:

1. The History of Data Processing
2. Techniques of':
A. Documenting on a Detail Level

(1) Program Specifications
(2) Flowcharting

(3) Decision Tables

(4) Etc.

 B. Programming in:
(1) COBOL
(2) RPG II, BASIC, FORTRAN
3. Concepts for:
A. Interviewing Users
B. Problem Definition and Solution

(1) Systems Approaches
(2) Logical (Structured) Approaches

C. Systems Flowcharting

4, The Rational for:
A. Justifying Data Processing Budgets
B. Selection of Hardware Configurations

C. Developing Secure Systems without
Violating Personnel Rights

5, The Need for Effective Oral and Written Communication

The faculty concluded that they can most effectively serve
both the students and the data processing community by requiring
students to experience accepted approaches to the above five areas
through both application and practice. Therefore, instructional
strategies have come to focus upon a combination of technical,
practical, and professional understandings which will develop
students who are effective and comfortable in a problem solving
environment utilizing the power of the electronic computer. It
should be noted that the computer is treated as a part of the
system created to solve business problems and never as an end
in itself.

Towards these ends a new curriculum modification was proposed

for implementation commencing with the fall of 1978 which became
the basis for phase 3 of the program.
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Phase 3 1978-81

Phase 3 of the Program in Information Systems comprised
three academic years, fall 1978 thru spring 1981. The new
curriculum (Fig. 3) was implemented on schedule and had the
effect of restricting the broad range of Information Systems
electives into a more structured setting. In particular, the
following changes are noteworthy:

1. EDP Problem Solving and Logic was introduced into
the program as a prerequisite for all advanced
courses. The course focuses on program documen-
tation and includes such areas as writing program
specifications, developing I/0 layouts, and
developing the flowcharting logic of applications
programs. No programs are coded in this course and
the applications logic developed is intentionally
language independent. The introduction of this
course has (1) served to "weed out" students who
either do not have the apptitude or willingness
from programming courses and (2) enabled the pro-
gramming courses to assume a certain level of logi-
sophistication and delve more deeply into the
peculiarities of each particular language.

2. Advanced Business Applications was moved from an
elective to required status. All students are now
required to demonstrate a proficiency in writing
systems of programs as a necessary condition for
obtaining a degree.

3. Installation Training was reinstituted as a require-
ment during the senior year. The Advanced Business
Applications course now serves as a prerequisite for
Installation Training, thus addressing the issue of
quality control. The Installation Training sequence
has become the capstone of the curriculum and all
prior courses are pointed to prepare the student
for this senior year sequence. Thus graduating
students now not only have four years of classroom
exposure, but also the equivalent of six months
of experience prior to obtaining their degree.

Three significant events occurred during the fall of 1979
which impacted the program. First, enrollment jumped from 355
student seatings during the fall of 1978 to 482 student seatings
during the fall of 1979, necessitating the offering of additional
class sections. Second, an additional faculty member was added
in the fall of 1979. Appointed at the Instructor level and
possessing a BS from the University of Connecticut and over 10
years of industry experience, the hiring of this individual was
once agalin a conscious attempt to bring the real world into the
classroom. Finally, the administrative computer center converted
from the IBM System/3 to a Hewlett Packard 3000/III. The
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PHASE 3 1978-81
DEPARTMENT OF INFORMATION SYSTEMS
Courses in the Information Systems Program

INFORMATION BUSINESS
SYSTEMS SUPPORT
COURSES COURSES
IS101. Introduction to Data
FRES HMAN Processing AC101. Basic Accounting I
IS102. EDP Problem Solving AC102. Basic Accounting II
and Logic
IS201. COBOL EC101. Principles of
IS202. RPG II Economics I
S OPHOMORE IS204, Systems Design EC102., Principles of
IS207. Computer Organization Economics II
IS303. Data Base Concepts
IS305. Introduction to
Teleprocessing
JUNIOR IS306. Operating Systems FM101. Corporation Finance
IS331. Advanced Business
Applications
IS335. Assembler
IS409. Installation
Training I
SENIOR IS410. Installation
Training II
TOTAL HRS 39 15

As part of their graduation requirement students have fifteen hours
of open electives. They normally use these to secure a minor in a
support business area. No more than six hours may be taken from
the following list of Information Systems electives:

IS115. FORTRAN IS301. Operations Research

IS125. BASIC IS315. Minicomputer Concepts

1S206. Financial Information IS332. Statistical Applicaticns
Systems IS337. Privacy and Security in

Computer Systems

Figure 3: Phase 3




Department of Information Systems sold the Nova/2 to "piggyback"
upon the HP/3000 and established a Remote Job Entry (RJE) site
to the HP/3000 employing 10 CRT's, dedicated disk drives, and

a line printer. This represented a significant advance for the
program bacause on-campus computer facilities could finally be
characterized as "state-of-the-art.”

The faculty, now five in number and possessing state-of-
the-art equipment, were more concerned than ever with maximizing
the students' educational exposures. Although student outcomes
were steadily improving and the program was establishing a solid
reputation as a leader in data processing education in New England,
other colleges were now attempting to jump on the band wagon and
the competition for good students was increasing. Although
"EDP Problem Solving and Logic" had served to bridge the gap
between "Introduction to Data Processing" and "COBOL," students
were having difficulty bridging the gap between "COBOL" and
"Systems Design" to effectively conquer the course requirements
of "Advanced Business Applications." It was clear that what we
were trying to accomplish was admirable, all but the best students
were having extreme difficulty designing and implementing systems
of programs. Additionally, the DPMA Education Foundation had
just released the first draft of their Model Curriculum and it
was thought that the combination of experience at Quinnipiac,
coupled with the recommendations of the Model Curriculum, would
provide a sound basis for another curriculum review. A study
was undertaken and the resulting curriculum (Fig. 4) became the
basis for Phase 4.

Finally, sensing the potential for increasing enrollments,
the college granted authorization to hire an additional faculty
member for the fall of 1981.

Phase 4 1981-2

Phase 4 of the program in Information Systems commenced in
the fall of 1981 with five-full time faculty members. The depart-
ment currently has one open requisition which it is hoping to
fill as soon as possible, but the nationwide shortage of qualified
faculty is being particularly felt on the small-college level.
Still, it is hoped that two new faculty may be recruited to start
the fall of 1982,

Department enrollments took a significant increase going
from 509 full-time student seatings during the fall of 1980 to
711 full-time student seatings during the fall of 1981. This
increase, coupled with the difficulty in recruitment of faculty,
has placed an enormous burden on the full-time faculty. To offset
this increase in enrollments the faculty of the department are
currently drafting a proposal to increase entrance requirements
and place quotas on future incoming freshman classes. Furthur,
the faculty desire to halt the practice of rolling admissions
currently employed by the college in favor of a final applications
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PHASE 4 1981-7

DEPARTMENT OF INFORMATION SYSTEMS
Courses in the Information Systems Program

INFORMATION
SYSTEMS
COURSES

BUSINESS
SUPPORT
COURSES

IS101, Introduction to Data
FRES HMAN Processing AC101. Basic Accounting I
IS102. EDP Problem Solving AC102. Basic Accounting II
and Logic
IS201, COBOL I EC101. Principles of
IS202. COBOL IT Economics I
SOPHOMORE | 15551, File Structures EC102. Principles of
IS330. Systems Analysis Economics II
IS211, RPG 1I
IS307. Computer Organization
JUNIOR IS308. Operating Systems FM103. Corporation Finance
IS331. Systems Design
IS332. Systems Implementation
IS401. Senior Seminar
IS409. Installation
SENIOR Training I
IS410. Installation
Training II
TOTAL HRS ) 15

As part of their graduvation requirements students have twelve hours
They may choose to take the following courses as

of open electives.

partial fulfillment of their open elective requirement:

IS221. BASIC
IS231. FORTRAN

Figure 4: Phase 4
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date for the program in Information Systems. It would not be
surprising to find that these proposals meet with resistance

at the administrative level due to the fact that college enroll-
ment is down some 40 students from the 1980-81 academic year.
The pressure to keep overall college enrollment at a constant
is governed by the fact that the college budget is heavily
dependent upon tuition, thus the pressure to increase enroll-
ments in potentially expanding programs will be contrary to

the proposal currently being developed by the faculty of the
department. Furthur complicating the interrelated issues of
faculty recruitment and expanding enrollments is the desire of
the School of Business to recruit faculty with credentials that
will place all departments in the school in alignment with
AACSB accreditation standards.

The program is still dependent upon the Hewlett-Packard
3000/III for its computer support. Expanding enrollments have
placed enormous pressure upon the computer resources and ideally
the program should have more terminals to support its course
offerings. Realistically this cannot now be done for two reasons:
(1) there does not currently exist sufficient physical space
alloted to the department to support an increase in terminals
and (2) increasing the number of computer terminals given the
existing computer configuration may seriously impact on response
time. Thus, it appears unlikely that the program will be able
to accomodate much more expansion in student enrollments unless
(1) a solution is found to the current space problem and (2) the
college makes a long-term commitment to upgrade its computer
configuration.

The academic program currently in effect (Fig. 4) has
attempted to address the problem of insufficiently prepared
students in the advanced business applications course. The
following changes were made to the Phase 3 program:

1. Students are now given exposure to programming
starting in the first semester of their sophomore
year and continuing every semester by (1) adding
a second COBOL course in the second semester of
their sophomore year and (2) moving RPG to the
first semester of their junior year.

2. "File Structures" was added as a second logic
course to follow up "EDP Problem Solving and
Logic." It has replaced the "Data Base Concepts”
course and includes in its latter part an expo-
sure to data structures and data bases. The first
logic course is thus a prerequisite for the first
COBOL course and the second logic course has become
a prerequisite for the second COBOL course.
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3. It was concluded that a separate course in
Teleprocessing was unwaranted in lieu of the
fact that almost all applications are now in
real-time environment and that it was appropri-
ate to teach real-time concepts throughout the
curriculum. Furthur, the desire to include struc-
tured methodoligies in the design course precluded
the exposure to a significant term project in the
design course. Thus, three courses titled Systems
Design, Teleprocessing, and Advanced Business
Applications have been replaced with courses
titled Systems Analysis, Systems Design, and
Systems Implementation in which the faculty
will focus on the project life cycle commencing
with the problem definition, user requirements,
and feasibility study in the analysis course, the
systems proposal in the design course, and the
actual implementation of the system that was
analized and designed in the implementation
course. It is hoped that this approach, coupled
with the constant exposure to programming languages,
will make the implementation course a much more
meaningful experience for the students and consequently
improve our finished product for industry.

Conclusions

The Quinnipiac College Program in Information Systems has
been traced through the past decade with respect to four themes:
(1) Curriculum Development; (2) Faculty Recruitment; (3) Student
Body Enrollments; (4) Availability of Appropriate Computer
Resources.

The faculty of the department feel that the educational
program currently in place will provide a good finished product,
yet at the same time are undertaking to furthur reexamine the
curriculum in light of the following influences: (1) the move
on the part of the college to institute a college-wide core
program, (2) the desire to ultimately seek AACSB accreditation
for the program and (3) the philosophy and curricular structure
of the DPMA Model Curriculum. The faculty fully support both
the educational philosophy and objectives of the Model Curriculum
and feel that the existing program can brought into alignment
with the model curriculum with only minor alterations. A proposal
is currently in the hands of the administration to change the
name of the department from Information Systems to Computer
Information Systems to more accurately reflect that commitment.

The faculty of the program have been traced through each of
the four phases. Faculty recrultment continues to be difficult
in light of industry-wide shortages of qualified personnel, academic
requirements for appointment, and current salary schedules in
higher education. Faculty recruitment, however, must be accom-
plished in light of increasing enrollments coupled with pressures
to let enrollments increase to offset declines in other programs.
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Finally, the problems of administering a program where
computer resources are dependent upon college administrative
needs were adressed. It is apparent that any program cannot
continue to grow unbounded without adequate resources, especially
given the increased demands of other departments to include
computer courses as part of their graduation requirements. The
attitudes of all departments on the college level must change
from the parochial of serving their own needs to one of mutual
cooperation if the computer is to become the resource that it
must for all academic programs of the college.
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TRACK II

SERVING BUSIIESS NEIDS
°Opportunities for Interaction: The Ixchange of Specialists

o

°Rescurce Development for Computer Informaticn S;stems
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The Evolution of Business Support for a Computing Major

I. Goroff, UW-Whitewater*

The business community is the end user of an university program which
graduates students majoring in business computing. The interaction be-
tween that business community and the university program can be mutually
supportive. The relationship develops through the several stages in the
evolution of the major.

During the planning stage before the business computing major has become
a reality members of the business community provide two kinds of support.
First, the information processing management from these companies are
generous with their counsel on the curriculum content of the proposed
major and on the goals of the academic program. Second, the influence
of the business community is needed to provide the political support

to launch a new academic program during times of fiscal retrenchment.

Once teaching in the major has begun the information processing areas of
the companies in your area become a resource to be tapped for guest lec-
turers, project development documentation, field trips, and case studies.
Eliciting support from a broad range of companies can provide remarkable
enrichment of the classroom.

At a Tlater stage the companies in your area can participate in cooperative
studies programs where students in the major simultaneously gain experience
and earn academic credit. The companies may provide summer faculty intern-
ships to keep the faculty member current and in touch with the reality of
systems development.

The creation of an advisory board comprised of information systems manage-
ment personnel drawn from your business community is the most effective
way of gaining that support. The personal and direct involvement of an
advisory board member assures that there will be a continuation of that
support. The monitoring of your academic program by the board guarantees
the viability of that program.

*Management Department, UW-Whitewater, Whitewater, WI 53190
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The Evolution of Business Support for a Computing Major

Iza Goroff, University of Wisconsin-Whitewater

In the past the business community recruited its data processing personnel
from a variety of traditional academic backgrounds: mathematics, accounting,
statistics, and others. Although many of these people succeeded in their

new discipline, the business community began to recognize that the older
academic programs were not the ideal preparation for a data processing career.
And although many companies had and still have extensive data processing
training programs, those programs could not compare in breadth or depth

with the education provided through a college program.

The well known transience of data processing personnel was a further dis-
couragement to in-house training. The companies with the best in-house
training programs were inadvertently exporting their personnel to other
companies who slighted their training in favor of higher salaries to the
trained.

A1l of these factors combined with the general thirst of companies for data
processing personnel have created a climate of support for college programs
which prepare graduates for data processing careers. That support is there
waiting to be tapped.

The relationship between the business community and the academic program
develops through the stages of the development of that program.

1 Planning and Preparation

How a program starts may vary. A company with university ties may communicate
its desires for a program. Or an university faculty might recognize a way

to increase enrollment by providing a new and popular program. Or students
may try to prepare for a data processing career using existing courses,
creating a de facto program.

The initial contacts between university and company may be as indirect and
informal as the comments passed between a company recruiter and graduating
senior coming back to the faculty, or they may be as direct and formal as

a controlled survey of the business community by the faculty.

In addition to creating the demand for its graduates companies have two roles

to play during the planning stage. First, the companies through their infor-
mation systems management provide counsel as to the curriculum content and

goals of the program. The DPMA curriculum has recently become very well
publicized, and, depending on the resources of the university setting, com-

panies might suggest anything from a partial implementation to an expanded

version of that curriculum. Local business needs and/or changes in technology
could lead the business community to suggest some modifications to the curricuium.
The participation of the business community in these decisions gives those
companies a stake in the success of the program.
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The second role the business community plays is through its role in the
political community to provide the political support and impetus to start

a new program. An isolated university has more forces which oppose the
reallocation of resources than those which encourage change. The univer-
sity's accountability to its community breaks down that isolation. The
combination of a nucleus of university faculty and administration committed
to the new program together with the support of the business community is
required to begin. ’

2 Start of the Program

Once the program has started the relationship between the academic program
and the business community shifts. There is less contact than before, since
the plans and preparation with which the companies were involved are being
implemented mostly without the companies' active participation.

It is here where some creativity is needed to continue to involve the business
community in the major. Like an organ which degenerates through lack of use,
business support can atrophy without continued involvement of the companies.

Companies are resources to be used in class. A guest lecturer drawn from
business almost always has at least one outstanding lecture to give. It is
not difficult to find out what the topic of that Tecture might be and in
which course it might be given. Systems classes require extensive examples
of documentation. Companies are generous with copies of documentation.

Our DPMA student chapter uses companies heavily. There is at least one
field trip per semester to a company site. One company visited has in im-
pressive computer controlled automated warehouse. Another installation has
a state-of-the-art graphics installation.

3 _Maturity
This stage occurs after the graduation of the first class. Once a group of

students has completed the program, there is the opportunity for new kinds
of business support.

First there is feedback: How did your graduates fare in their first jobs?
Was their education adeguate or better? How does the business community
perceive the success of your program? Constructive criticism is important.
Comments from information systems managers who hired your graduates can be
most useful.

Second, there is now time to enrich your program. One of the best ways is
to start a cooperative studies program, common for years in engineering,
but only recently implemented in data processing. Qur program, now in its
third year, has been considered successful by all of the students and all
of the companies involved, although it has involved only about 20% of the
eligible students.

Although any successful academic program requires a core of fulltime faculty
(and although a percentage must hold Ph.D. degrees for accreditation), the
dearth of qualified faculty means that all possible resources of faculty
must be explored. High salaries for dp management has encouraged people

66



who otherwise might have followed a teaching career to follow the business
career instead. To compensate, some companies may be willing to "lend"
qualified people for part-time or limited-term teaching. Occasionally,

a company, to allow for continued upward mobility in its information systems
department, may encourage the early retirement of some of its staff. This
is a potential source of outstanding faculty.

As an academic program matures there is the danger that the faculty may lose
touch with advances in the discipline. The best preventative for this is

a healthy, fresh dose of experience. The business community can provide the
setting for this, a summer residency program which employs faculty in the
practical use of their skills. In addition to the advantages to the faculty
member of sharpened skills and extra salary there are major advantages to the
business community: a better faculty to produce better graduates, and the
stimulation brought to the company by the "new blood" of the faculty member.
The company practice is incorporated by the faculty resident into that
teacher's future academic practice, as well.

The advantages of the university-business interaction are too important to
be left to chance. It is best to formalize some relationships. We have
created an advisory board comprised of information systems managers from
sixteen companies in our service region. The board meets twice a year with
agenda topics from both the faculty and board members. Almost always the
faculty and board reach a consensus on each issue presented. The involve-
ment of the board in the academic program means that each member has a stake
in the success of the program, as does the faculty and the students.
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RESOURCE DEVELOPMENT
* FOR COMPUTER INFORMATION SYSTEMS EDUCATION

Dr. Tk_xomas Ho
I.A COMPUTING RESOURCES
A.  HARDWARE

B. SOFTWARE

II. FACULTY RESOURCES
A PROFESSIONAL ACTIVITIES
B. CONTINUING EDUCATION -

C. PERSONAL DEVELOPMENT



CﬁMPUTING RESOURCE ISSUES

- ACTIVITIES

A ACGUISITION

B PERATION AND MAINTENANCE

~C. REPLACEMENT

I

STRATEGIES

“A SELECTION

)

B, FINANCING
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“FACULTY RESOURCE ISSUES

I.. ACTIVITIES
A.  RECRUITMENT
B. HUMAN RESOURCE DEVELDPMENT

C. RETENTION

II. .STRATEcIés
A SELECTION
B.  PROFESSIONAL ACTIVISM
‘¢ CONTINUING EDUCATIbN -

D. SUPPORT



IL.

ITI

Iv.

INDUSTRY RELATIONS .

. PLACEMENT

‘A GRADUATES

B. SUMMER" EMPLOYMENT

C. COOPERATIVE EDUCATION

"INDUSTRY ADVISORY COMMITTEE

FACULTY DEVELOPMENT

A, FACULTY INTERNSHIP

B. COOPERATIVE TRAINING

GIFTS
A.  HARDWARE AND SOFTWARE
B. TRAINING MATERIALS
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SYMEIOSIS:! CAMFUS AND COMMUNITY
or

What to Do When Industry Discovers Your Town

Dr. Zenneth J. Klingenstein

Ore of the more interesting develorments in the ongoing
revolution in telecommunications and rnetworking is the demise of

the one-location corroration. Transmitting information from coast
to coast is neither more difficult rnor aprreciably slower than
transmitting across town. As a8 conseaudences corrorate Heansion
no  longer restricts itself to a centrzsl site (which often has &
darleted labor rocl and &8 high cost of livindg,) Instead the
decision criteris for locasting a3 new rlant mee select & townm with
s catalust (larde militare or srace installationss for examsle)
and a high quality of life (in order to attract emrlovees.) Once &
mador corroration has made an initial inmvestment in 3 localer tie
secondare emslovers of consultants: subcontractorsy and agdd-on
comranies usually follow. This 'disceoverw® rhenomens has occurred
in many Sun Eelt touns recentlws including Research Trisnsle Farhk
in North Carolinar Orlandors Floridzr and Colorsdo Seringdsy
Colorado.,

In order for high-technologxz comFEnies to comrete
successfully for emelouvees on 3 nationwide levels the comrane must
he able to rrovide advanced educationsl orrortunities for its
workers., Often these desires for MBA’s and Masters in Comsutar
Science or Engineering land wuron a8 =malls locsls second-tier
university that is ill errerared to handle either the increase in
students or the demands made on facultw znd eauirment be zdvanced
students., [Due to an urnawar2 administrations board of dovernorss
or state ledislatures the universite mas be fasced with 8 choice of
turning asway students (rot advised irn an ersz of =Zenerallw
declining enrollments) or develoring 2 set of crestive resronses
that serve both university and communitu, In ane such inctance:
in Colorado Serindgss a3 wuniversite faced by 3 recalcitrant
legislature and a raridly growing high-technolody community tiave
joined forces to rroduce 3 qualituy educational environment and &an
exranding technical base. This rarer initially examines the
reasons behind the corrorate effort aznd the scademic situastion,
The case study is wused to illustrate first the coordirnation of
harduware/softuware donastions to build 3 comruting rescurce and then
to show how the related curriculum is evolving to meet the
corrorate needs while enriching students and universitu, Finally
we turn to an analusis of the sotential 3and rroblems in such
sumbiotic relationshirs.,

Colorado Srrindsy Colorador with its high concentration of
techmnical militarey installations {(such as NORAD), above avarade
auzlity of life and below averadge cost of livings, was 8 natural
for corporate expansion in the late ‘70s. In the last five 4ears
some 15 maJor high techrnolosy corrorations have located RED  and
=roduction rlants there. The influx of electronics firms in
rarticular rlaced &an inordinate strain on the educationzl
resources of the local schooly the University of Colorado at
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Colorado Serinds (UCCS). The Busirness and Endirneerindg colleses saw
an averade increase of 20%Z rer uwesr in enrollments 2t 311 levels
during this reriod. While the university was onluy tarsing the
surface of demand, it was 3lresdy stretching its resources.

Combined with the traditional lag¢ between enrollmerts and resourcs
scquisitiorn that exranding state-finaznced schools exreriences

srosprects for imerrovement were dim. Finally individual faculty
and administrators bedan contascting local chief executive officers
for eaquirment donations.

There is & variety of reasons for nhigh-technolosgy
corrorations tao resrond to these reacuests. Generally their
emrlovees are agdgressively urward-mobile and want orrortunities to
acquire advanced dedrees? in order to attract and retain
emrlovees in 2 nationuwide markety some sceredited locel
educational institution must comretently Pprovide the coursework.
Furthermore students who use a3 rarticulsr brand of ecuirment in
collede termd to later become rurchasers of the same brand.
Learning on &8 diven brands these studernts 3also emerdge as
sre-trained Job aerrlicants wron dradustions and usuallse have
develored 3 brand loualtuy that steer them to thzt emrlovwer. There
are also rositive effects in the faculty of an institution

receiving equirment gifts, The ecuirment facilitates develorment
of hardware and software rroducts that utilize the ecuirment and
consultants whose inclinztions are brand-oriented, Often in-house
educational needs can 3lso be met by local facultu. Converselyy
advanced emrlovees with redadological desires can staff universitw
courses a3s honoraria.

There is also an assortment of economic reasons favoring
corrorate donations, Usually the gifts are tay write-offs andy in
the case of equirment» can be written off at their retzil cost
(which 1is about twice the internsal cost.,) Gifts also srovide an
outlet for unsellable ecuirment such a2s rrototures and bDlemished

models. 0f courser rpublicity of this ture is never bad. Arict s
lest we seem too mercenaryr most corrorazte executives do have 3

sincere desire to denerslly 2id education and contribute to the
common S00d.

The university must temrer its initisl wurdge +to sgrstefulls
accert donations and carefully consider several factors.
Maintainernce costs are shkurocketting and software surrort: summed
over the lifetime of the gift, can easily exceed the rFroduct’=
original cost. lonations maws sometimes be antiguated and unusable
equirment or incomratible with existing resources. 0On the other
handy gifts maw be too technolodicallye advanced to be adequately
utilizeds such occasions are rather embarrassing to the
institution, The fruits of 3 business/academic interface must,
above 3ll elser furnction.
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Ir light of the rossible problems for the wuniversitwgs the
critical comronent of its effort is coordination. This was
clearly the case at UCCS. At the onsets the configuration of the
academic comeputer was uniformly inadecuate. A FDP 11/70 runnindg
RSTS/E had one fourth of 3 medabdte of memorw and one 67 medabgte
disk surporting 14 terminals (attemrting to serve the needs of
4000 computer-literate students!) Acceuisition of more memory
without more disks would maintain the i/o bottleneck that limited
sustem resronse; increased storazde without new memorz had no
value until more students could access the machine’ &nd more
terminals alone would seriously deteriorste the already roor
system resronse time. Consequently no comeany would commit to an
offer of a2 particular resource unless the additional resources
necessary to utilize the gift were a3lso in the works.

The nedgotiations in such situations are necessarily
circumsrect. Information on individuzl corrorate sentimentss
available eaquirment: and econaomic deadlines must be shuttled
discreetly tetween donors. Corrorate exrectations must bhe
reconciled with other university difficulties - ecuirment is Just
one (alheit significant) fasctor in imeproving an educational
environment. Adreements on maintainence contracts for rrorosed
4ifts maw need to be secured in advance from administrators. In
come instances even remodelling or construction work to Thouse
donations must be initiated nefore &anw formal corroreste

commitmenrnts are made.

For UCCSy there was a3 fortuitous intersection of comranies in

the ares. The local Digital Equirment Core, rlant marufactures
disk drives comratible with am 11/705 thew had in-house rrototures
of their most recent rroducts., United Technolodies recentlu
established 3 microelectronics center in the Serinsgs and was
bedinnindg a nationwide recruiting drive. As a3 leading
manufacturer of rlud-comratible 11/70 M0OS memory: thewy could
supprly the second indredient, With these two roints of the

trisngle of interlocking resources in =laces the sister University
Computer Center in Boulder extended & lond term loan of terminzls
to guarantee the rackade.

The entire arrandement c3me todgether in three months: several
glitchesy and one #3nic. The effects on the swstem have been
quite rleasant. Memory has been increased by 3 factor of four and
storade by s factor of ten. Desrite 2 trirling in the number of
averade users rer hours sustem resronse time is about four times
as fast as in the errevious confiduration. The university carital
outlay was less than $10,000.

A significant ssrect of the sustem urdrade was the denerous
contributions of individusl emrlovees as well 33 their
corrorations. For examrles a RSTS/E systems develorer from
Digital devoted several long nights to fine-tunind the orerating
sustem on the new confidguration. A4 field service endgineer
supplied missing rower recertacles when we ran into 3 nationwide



Hubble connector shortage. Disks racks musteriously zrreared. In
short there wa3s 2 denuire effort to helrs 8t 23ll levels in loczl
corrorations.

The hardware/software donations described above rrovided the
foundation for 3 ‘continuing business/academic interaction on
information educsation, It is fruitful to examine the interests of
both eparties in this evolving dizlosgue. Corrorate needs for
educational institutions fall roughly into two catedories based
HPON COmMP3NY Size. Larder comranies comreting in a3 dlobal Jdob
market want 3 local school to srovide sadvanced dedrees and new
emrloyees., (0f course these comranies derend heavily uron the
research done at first-tier schoolsy but local schools can better
address the aforementioned needs.) For smaller comranies whose
market is locals the above issues are often secondary to other

needs., For examrley 2 small business mae run into 3 finarncial
crisis that requires modern analutic +tools found in the
university., Local businesses 3lso rely uron community Fublicity
and spirit to compete adH3inst lardger firms, Andy auite

frequentlyr the entrerrenurial rpride of self-made businessmen lead
them to eparticirate in academic forums.

The universituy’s concerns in the diglogue involve balancing
the 1increasing desire by students and industre for "relevant®
(i.e. technical) education with more traditional academic doals.
In earticulary the university must examine the a«uestion of
advanced vocational +trainind desired bw Job-oriented students
versuys tesching the fundamentals. An imrortant dguideline is that
teaching 3 rarticular technologw or sgstem without teachindg
methodology means that students/emrlosees become obsolete when the
system does., The university must 3lso convew the traditionasl

tuman doals of education.

Within these constrazintssy there is 2 varietw of dood and
common interactions! intern and summer hire srogramsiy classroom

duest lecturers and ranel discussionsi corrorate honorarias
in-house coursesretc. The develorments in Colorado Serinds

illustrate some interesting arrroaches.

In an inversion of rast relationshirs:y corrporate RE&D riow
often leads university research., Academiz needs to ackrnowleddge

exrertise (whatever its dedree level) and wutilize it. Local
Digital and Hewlett-FPackard RED units have been intedrzl to
modernizing the endineerind education at UCCS. DEC software

surrort offered RSTS/E sustems prodgramming seminars for students
working at the Comruter Center arnd eventusllw recruited some
well-trained students. Secondlyy whern courses require sreciazl

harduware or softuware not found a3t the umiversityy the courses can
be taught a3t loczl rlants having the needed facilities, For

examrler @ VLSI course requiring 3 larde mainframe was tausght
nights at the local Didital rlant, While the comrane hazd to g0 to
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some lendgths redarding security issuess it got the chance to nave
its criticsl emrlosees sudit the course irn-house (and szlso recruit
the tor students.)

A particulsarly interesting educational offshoot of the
donations was a series of courses designed to actualls Ethernet
the various computers aceuired during this rariod., Givenrn the

rather disrarate srecies involved (11/70 RSTSy FOP 11/40 UNIX, HF
2100 hubrid, Arrles: etc.) the challende was hoth unieue and
extremely instructive. The no-host nature of Ethernet and the
variety of machines suddested 2 set of networkinsg seminarss
master’s thesess and laboratories that slowlw is intedrating the
campus together. Whether the sustems zctually have much to sas to
each other is unimrportant’; the hands-on networking exrerience and
the sheer "rerversitu"' of assembling swuch an odd network is reasson

enoudgh.,

One of the more wnusual arerroaches to "real’ education
involves the Collede of Business and the Smzll Business
Administration. As part of manadement coursess teams of students
are dgiven the accounts of failing locsl small businesses which
need consultants. The students are rermitted comrlete exsmination
of financial recordssetcsy and uwse the latest on—-line analutic
tools to advise the businesses. Although at times it is too late
to heles certain businesses with severe management rFroblemsy
numerous cases can be cited where the student teams advised by
their business professors have literalle saved the business firm
from bankrurtes, In mang other cesesy dramatic imerrovements have
followed as the result of the students’ consultation rerort--
imrrovements in sales revenuey in manadement efficiency: in
bookkeering and accountind suwstemsr, arnd in Frofitabilits. The
success of the rrodects has led to zdditional recuests for
consultation by various rarts of the university, including student
government and the snachk bar.

The next few wears will see an increase in corrorate influx
into medium-sized 'discoverea" communities with second-tier

academic institutions. As discussed abover there will be =&zn
unsettling reriod for both the university and the comranies a%

needs and respgurces &re examined, The situatiom reeuires a3
remarkable dedgree of coordination both within the university and
between academisa and tusiness., With communication ard

coorerations howevery there 1is excertional rotential for camrus
and comranue to creativels interact for evervone’s lasting tenefit.,
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TRACK III

IMFCRMATIC!H SYSTEMS ZDUCATICN IN THE CLASSRCLLM
°Teaching Applications Programming
°Teaching Systems Analysis and Design

°augmenting the Model Curriculum: Elective Courses
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Tt BALANCE LINE ALGORITHM - AN
APPLICATION OF STRUCTURED METHODOLOGY

PRESENTED AT THE WATIONWAL
CONFERENCE OW INFORMATION
SYSTEMS EDUCATION, MARCH 24, 1982

ROBERT T. GRAUER, PH.D.

79



THE MAJOR OBJECTIVE OF THIS PAPER IS TO DEMONSTRATE
THE APPLICABILITY OF THE STRUCTURED METHODOLOGY TO
SEQUENTIAL FILE MAINTENANCE. THE ROLE OF THE
HIERARCHY CHART IN PROGRAM DESIGN, TOP DOWN TESTING,
AND PROGRAM MAINTENANCE IS EMPHASIZED. THE BALANCE
LINE ALGORITHM FOR FILE MAINTENANCE IS PRESENTED
THROUGH THE USE OF PSEUDOCOLE.




OVERVIEW

BALANCE LINE ALGORITHM
ACTIVE KEY
PSEUDOCODE
ERROR PROCESSING
HIERARCHY CHART

TOP DOWN TESTING
STUBS PROGRAM
TEST DATA
OUTPUT
COMPLETED PROGRAM

PROGRAM MAINTENANCE
REVISED SPECIFICATIONS
MULTIPLE TRANSACTION FILES
MULTIPLE TRANSACTION KEYS
EXPANDED HIERARCHY CHART
MODIFIED PROGRAM
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BALANCE LINE ALGORITHM:

A GENERALIZED APPROACH TO SEQUENTIAL FILE MAINTENANCE

REQUIRES AT LEAST THREE FILES - AN OLD MASTER, A
HEW MASTER, AND OHE OR MORE TRANSACTION FILES

THE TRAWSACTION AND OLD MASTER FILES ARE IN SEQUENCE
ON THE SAME KEY, WHICH IS UNIQUE FOR EVERY RECORD

IN THE OLD MASTER. IT NEED NOT BE UNIQUE FOR THE
TRANSACTION FILE; I.E., MULTIPLE TRANSACTIONS ARE
ALLOWED FOR THE SAME MASTER RECORD.

THREE TRANSACTION TYPES ARE PERMITTED; ADDITIGONS,
CHANGES, AND DELETIONS; AND MAY BE PRESENTED I ANY
ORDER

THE CONCEPT OF AN ACTIVE KEY IS THE BASIS OF THE
ALGORITHM
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ACTIVE KEY:

. DEFINED AS THE SMALLER OF THE OLD MASTER AWD

TRANSACTION KEYS CURRENTLY BEING PROCESSED

IF TRANS-KEY <" OLD-MAST-KEY
ACTIVE-KEY = TRANS-KEY
ELSE
ACTIVE-KEY = OLD-MAST-KEY
EUDIF

. AT ANY GIVEN TIME, ONLY THOSE RECORDS WHOSE
KEY EQUALS THE ACTIVE KEY ARE ALLOWED TO
PARTICIPATE IN THE UPDATE PROCESS.

. THE BALANCE LINE ALGORITHM IS EASILY EXTENDED
T0 MULTIPLE TRANSACTION FILES BY DEFINING THE
ACTIVE KEY AS THE SMALLEST VALUE OF ALL KEYS
CURRENTLY PROCESSED,
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PSEUDOCODE

OPEN FILES
READ TRANSACTION-FILE, AT END MOVE HIGH-VALUES TO TRANSACTION-KEY
READ OLD-MASTER-FILE, AT END MOVE HIGH-VALUES TO OLD-MASTER-KEY
CHOOSE FIRST ACTIVE-KEY .
r—DO WHILE ACTIVE-KEY # HICH-VALUES
— IF OLD-MASTER-KEY = ACT1VE-KEY
MOVE OLD-MASTER-RECORD TO NEW-MASTER-RECORD
READ OLD-MASTER-FILE, AT END MOVE HICGH-VALUES TO OLD-MASTER-KEY
— ENDIF
r-DO WHILE TRANSACTION-KEY = ACTIVE-KEY
APPLY TRANSACTION TO NEW-MASTER-RECORD
READ TRANSACTION-FILE, AT END MOVE HIG:-VALUES TO TRANSACTION-KEY
— ENDDO
(—IF NO DELETION WAS PROCESSED
WRITE NEW MASTER-RECORD
— ENDIF
CHOOSE NEXT ACTIVZ-KEY
'— ENDDO
CLOSE FILES
STOP RUN
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ERROR PROCESSING:

THE TRANSACTION FILE IS ASSUMED VALID IN AND OF
ITSELF BY VIRTUE OF A “STAND ALOWC" EDIT

NEVERTHELESS, THERE ARE TWO KIWDS OF ERRORS WHICH
APPEAR ONLY IN THE ACTUAL UPDATE. THESE ARE:

DUPLICATE ADDITIONS: IN WHICH THZ KEY OF A
TRANSACTICN CODED AS AN ADDITION ALREADY
EXISTS IN THE OLD MASTER, AND

NO MATCHES: IN WHICH THE KEY OF EITHER A
DELETION OR CORRECTION TRANSACTION TYPE DOES
NOT EXIST IN THE OLD MASTER,

ERROR PROCESSING IS HANDLED BY ASSIGHING AN ALLOCATION STATUS
TO EVERY VALUE OF THE ACTIVE KEY; I.E., THE KEY IS EITHER
ALLOCATED OR 0T
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EXTENDED PSEUDOCODE

OPEN FILES
READ TRANSACTION-FILE, AT END MOVE HICH-VALUES TO TRANSACTION-KEY
READ OLD-MASTER-FI1E, AT END MOVE HIGH-VALUES TO OLD-MASTER-KEY
CHOOSE FIRST ACTIVE-KEY
—— DO WHILE ACTIVE-KEY # HIGH-VALUES
~1F OLD-MASTER-KEY = ACTIVE-KEY
MOVE 'YES' TO RECORD-KEY-ALLOCATED-SWITCH
MOVE OLD-MASTER-RECORD T0 RNEW-MASTER-FFCORD
READ OLD-MASTER-FILE, AT END MOVE HIGH-VALUES TO OLD-MASTER-KEY
ELSE (ACTIVE-KEY IS NOT IN OLD-MASTER-FILE)
MOVE 'NO' TO RECORD~-KEY-ALLOCATED-SWIICH
LENDIF '
— DO WHILE TRANSACTION-KEY = ACTIVE-KEY
~IF ADDITION
r1F RECORD-KEY-ALLOCATED-SWITCH = 'YES'
WRITE 'ERROR - DUPLICATE ADD'
ELSE (ACTIVE-KFY IS NOT IN OLD-MASTER-FILE)
MOVE TRANSACTTON-RECORD TO NEW-MASTER
MOVE 'YES' TO RECORD-KEY-ALLOCATED-SWITCH
LENDIF
ELSE IF CORRECTION
LF RECORD-KEY~-ALLOCATED-SWITCH = 'YES'
PROCESS CORRECTION
ELSE (ACTIVE-KEY IS NOT IN OLD-MASTER-FILE)
WRITE 'ERROR - NO MATCH'
LENDIF -
ELSE IF DELETION
rIF RECORD-KEV-ALLOCATED-SWITCH = 'YES'
MOVE 'NO' TO RECORD-KEY-ALLOCATED-SWITCH
PROCESS DELETION
ELSE (ACTIVE-KEY IS NOT IN OLD-MASTER-IFTLE)
WRITE "ERROR - NO MATCH'
“ENDIF
LENDIF
READ TRANSACTION-FTLE, AT END MOVE 4I1GE-VALLES TO TRANSACTION-KEY
L ENDDO
[]F‘ RECORD-KEY-AL1OCATED-SWITCI = 'YLS'

WRITE NEW-MASTER-RECORD
ENDIF
CHOOSE ACTIVE-REY
- ENDDO
CLOSE FILES
STOP RUN
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HIERARCHY CHART

!’ READ | ¥ READ : P clioose ! [PROCESS
TRANSACTION JLD MASTER' ACTIVE ' ACTIVE
__FILE | FILE | L_._LEX___J KEY
) i
————t —
[ BuILD [ APPLY WRITE Y CHooSE
Ngw ‘HUNSACTTO\S NEW ACTIVE
l MASTER IO MASTER : STE vy
% R | ___MASTER KEY |
i
X 1
| | :
| o
READ oAb cogrecry ! DELETE | READ
| OLD NEW ! oLD | OLD RANSACIION i
MASTER | __RECORD |__RECORD | | RECORD | L FILE |
HOTES::

1. SHADED BOXES INDICATE MODULES WHICH ARE CALLED FROM MORE THAN ONE PLACE.



TOP DOWN TESTING

THE HIGHER LEVEL (AND MORE DIFFICULT) MODULES IN A
HIERARCHY CHART SHOULD BE TESTED EARLIER, AND MORE
FREQUENTLY, THAN THE LOWER LEVEL (OFTE: TRIVIAL)
ROLTINES.

TOP DOWN TESTING SHOULD BEGIW AS S00i AS POSSIBLE,
OFTEN BEFORE THE PROGRAM IS COMPLETELY FINISHED. THIS
IS ACCOMPLISHED THROUGH THE USE OF PARTIALLY COMPLETED
MODULES, KNOWN AS PRCGRAFM STUBS.

THE EARLY PHASES OF TESTING ARE MORE CONCERNED WITH
THE TWTERACTION BETWEEN MODULES, AND VERIFICATION THAT
THE MODULES ARE CALLED IW PROPER SEQUEACE, THAN WITH
THE DETAILS OF THE LOWER LEVEL ROUTIWES.

CONSIDER ...
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STU3S PROGRAHM

00001 LOENTIFICATION DIVISION.

00002 PRUGRAM-1D.  SEQSTUB.

00003 AUTHOR. R. GRAUER.

00004

00005 ENVIRONMENT DIVISIUNe

00006 CUNF IGURATION ScCTION.

00007 SOURCE-COMPUTER. 18M-4341.

00008 QB JECT-COMPUTER. 1BM-4341.

00009

00010 INPUT-OUTPUT SECTION.

00011 FILE-CONTROL. —— Two input files are
00012 SECECT TRANSACTION-FILE . !
00013 ASSIGN 1O UT-S-TRANS. ,,/”//// required

00014 SELECT OLD-MASTER-FILE

00015 ASSIGN TO UT-S-MASTER.

00016

00017 DATA DIVISION.

00018 FILE SECTION.

00019 FO TRANSACTION-FILE

00020 LABEL KECURDS ARE STANDARD

00021 BLOCK CUNTAINS O RECORDS

00022 KECORD CONTAINS B0 CHARACTERS

00023 DATA RECORD IS TRANSACTION-RECORD.

00024 01 TRANSACTION-RECORD PIC X(80).

00025

00026 FO OLD-MASTER-FILE

00027 LABEL RECORDS ARE STANDARD

00028 BLOCK CONTAINS O RECORDS

00029 RECORD CONTAINS 80 CHARACTERS

00030 DATA RECORD 15 OLD-MAST-RECORD.

00031 01 OLD-MAST-RECORD PIC X(80).

00032

00033 WORKING-STORAGE SECTION. 1
00034 01 FILLER ' sTeaTa L facilitates
00035 4 VALUE 'WS BEGINS HERE®. debugging
00036

00037 01 WS-TRANS-RECORD.

00038 05 TR-SUC-SEC-NUMBER PIC X(9).

00039 05 TR-NAME.

00040 10 TR-LAST-NANE PIC X(15).

00041 10 TR-INITIALS PIC XX.

00042 05 TR-DATE-OF-BIRTH.

00043 10 TR-BIRTH-MONTH PIC 99.

00044 10 TR-BIRTH-YEAR PIC 99.

00045 05 TR-DATE-OF-HIRE.

00046 10 TR-HIRE-MONTH PIC 99.

00047 10 TR—-HIRE-YEAR PI1C 99«

00048 05 TR-LOCATIGN-CODE PIC X(3).

00049 05 TR-PERFORMANCE-CODE PIC X.

00050 05 TR-EDUCAT ION-CODE PIC X.

00051 05 TR-TITLE-DATA.

00052 10 TR-TITLE-CODE PIC 9(3).

00053 10 TR-TITLE-DATE PIC 9(e).

00054 05 TR-SALARY-DATA.

00055 10 TR-SALARY PIC 9(5)e

00056 10 TR-SALARY-DATE PIC 9(a).

00057 35 TA-TRANSACTION-CODE PIC X. Three
00058 88 ADDITION VALUE 'A'. ”/,,//”///A—— .
00059 B8 CORRECTION VALUE *C'. : transaction type
00060 88 DELETION VALUE D', i
00061 05 FILLER PIC X(24). are pernitted
00062 ;
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00veo3
00064
00065
000066
00007
00068
00069
00070
00071
00072
000173
00074
00075
00076
00077
06078
00079
00080
ooo81
00082
00083
00084
00085
00086
00087
00088
00089
00090
00091
00092
00093
00094
00095
00096
00097
00098
00099
00100
00101
00102
30103
00104
00105
00106
00107
00108
00109
00110
00111
o012
90113
00114
00115
0o0lle
00117
oot1is
00119
00120
ootzal
00122
00123

STUBS PROGRAM (CONTINUED)

0l WS-0LD-MAST-RECORD.

05 0OLD-SUC~-SEC-NUMBER PIC X{(9).
05 OLD-NAME.
10 ULD-LAST-NAME PIC X(15).
10 OLD-INITIALS PIC XX
05 OLD~DATE-OF-BIRTH.
10 CLDO-BIRTH-MUNTH PIC 99.
10 OLD-BIRTH-YEAR PIC 99.
05 OLD-DATE-0OF-HIRE.
10 OLD-HIRE-MUNTH PIC 99.
10 OLD-HIRE-HEAR PIC 99.
05 OLD-LOCATION-CODE PIC X(3).
05 OLD-PERFURMANCE-CODE PIC X.
05 OLD-tDUCATION-LODE PIC X.
05 OLD-TITLE-DATA OCCURS 2 TIMES.
10 OLD~-TiTLE-CGDE PIC 9{3).
10 OLO-TITLE-DATE PIC Sl4).
05 OLD-SALARY-DATA OCCURS 3 TIMES.
10  OLD-SALARY PIC 9(5).
10 ULD-SALARY-DATE PIC 9(4).
01 WS—BALANCE-LINE-SWITCHES.
05 WS—-ACTIVE-KEY PI1C X{(9).
05 wWS—RECURD-KEY-ALLOCATED-SwWlICH PIC X(3).

PROCEDURE DIVISIUN.
0010~UPDATE-MASTER-FILE.
OPEN INPUT TRANSACTION-FILE
OLD-MASTER-FILE.
PERFORM 0020—-KEAD-TRANSACTION-FILE.
PERFORM 0030~-READ-OLD-MASTER-FILE,
ERFORM 0040-CHOOSE-ACTIVE-KEY.
PERFORM 0050-PROCESS—-ACTIVE-KEY
UNTIL WS—-ACTIVE-KEY = HIGH-VALUES.
CLOSE TRANSACTION-FILE
OLD-MASTER-FILE.
STOP RUN.

0020-READ-TRANSACTION-FILE.
READ TRANSACTION=-FILE INTO wS~-TRANS-RECORD
AT END MOVE HIGH-VALUES T0O TR-SOC—-SEC-NUMBER.

0030-READ-OLD-MASTER-FILE.
READ OLD~MASTER~-FILE INTO wWS-ULD-MAST-RECORD
AT END MOVE HIGH-VALUE TO OLD-SOC-SEC-NUMBER.

0040-CHUOSE-ACTIVE-KEY.

Initial

IF TR—-SOC-SEC—NUMBER LESS THAN OLD-SOC-SEC-NUMBER
MOVE TR-SOC-SEC—-NUMBER T0O WS—-ACTIVE—KEY

ELSE
MOVE LLD=-SOC-SEC=vUMBER TU wi~-ACTIVE-KEY.

/-

0050-PRUCESS=ACTIVI-KEY.

DISPLAY * ‘e

DISPLAY !¢ .,

DISPLAY 'RECURDS BEING PROCESSED'.

DISPLAY ' TRANSACTIUN SUC SEC #: * TR~-SOC-SEC-NUMBER.
(DISPLAY * (OLD MASTER SOC SEC #: * OLD-SOC-SEC-NUMBER.
[DISPLAY * ACTIVE KEY: ' WS-ACTIVE-KEY.
{DISPLAY °* ‘.

— DISPLAY statements to facilitate testing
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00124
00125
00126
00127
00128
00129
00130
90131
ool132
00133
00134
Q0135
30136
00137
00138
00139
00140
00141
00142
00143
00144
00145
00146
00147
00148
00L49
00150
20151
001s2
00153
00154
00155
00156
00157
00158
00159
00160
00161
00162
00le63
00164
00165
00166
00le7
00168
00169
0J170
00171
00172
90173
00174
00175
30176
00177
0o178

STUBS PROGRAM (CONTINUED)

IF OLD-SOC~-S5EC-NUMBER = WS-ACTIVE-KEY
MOVE *YES' TO WS—RECORD-KEY~ALLOCATED-SWITCH
PERFORM 0060-BUILD-NEW-MASTER

ELSE
MOVE *NO* TO WS-RECORD~KEY~ALLOCATED-SWITCH.

PERFORM 0070-APPLY-TRANS-TO-MASTER
UNTIL WS-ACTIVE-KEY NOT EQUAL TR—-SOC-SEC-NUMBER.

IF WS—-RECORD-KEY-ALLOCATED-SmITCH = *YESY
PERFURM 0080-wRITE-NEW-MASTER.

PERFURM 0040-CHOOSE-ACTIVE-KEY.

0060-BUILD-NEW-MASTER,
DISPLAY *0060-BUILD-NEWN~-MASTER ENTERED®.
PERFORM 0030-READ-OLD-MASTER-FILE.

Q070—-APPLY-TRANS—-TO-MASTER.
O1SPLAY *0070-APPLY-TRANS~-TO-MASTER ENTERED!
* TKANSACTION CODE: * TR-TRANSACTION-CODE.

IF ADDITION
PERFORM 0090-ADD-NEw-RECORD

ELSE
IF CORRECTION Determines which
PERFORM 0100~CORRECT-0LD-KECORD //,/”/’__
ELSE lower level module

1F DELETION o exec
PERFORM_0110-DELETE-OLD-RECORD. Co execute

PERFORM 0020~-READ-TRANSACTION-FILE.

0080-wRITE-NEW-MASTER.
DISPLAY '0080-WRITE-NEW-MASTER ENTERED?,

Partially coded paragraph

{0090-ADD~NEw—RECORD.
DISPLAY '0090-ADO-NEW-RECORD ENTERED'.

IF WS—RECORU—-KEY-ALLOCATED-SWwITCH
DISPLAY * ERROR-DUPLICATE

I ' TR~SDC-SEC-NUMBER
ELSE

MOVE 'YES* T0 HS-RECQB —KEY-ALLOCATED-SWITCH.

0100-CORREC T-0LD-RECORD.} ~
DISPLAY *0100-CORRECT-OLD-RECORD ENTERED'.
IF WS-RECORD-KEY-ALLOCATED-SWITCH = *YES®
NEXT SENTENCE
ELSE

DISPLAY ® ERROR-NO MATCHING RECURD: ¢ TR-SOC-SEC-NUMBER.

0110-DELETE-OLD-RECQORD.
DISPLAY *0110-DELETE-OLO~RECURD ENTERED®,
i IF WS~RECORD—KEY-ALLOCATED-SWITCH = *YES®
MOVE *NO' TO WS—-RECURD-KEY-ALLUCATED-SWITCH
ELSE
DISPLAY ' ERROR-NO MATCHING RECORD: * TR-SOC-SEC—NUHBER.A

Error cheék
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OLD MASTER FILE:

10000U003SUGKUE
c0J0Q0UOOCKAWFORD
300000000MILGRUM
400J0J000BENJAMIN
5000000007TATER
600000000GRAUER
700000000JUNE S
6J0000000SMITH
90C000000BAKER

TEST DATA

P 12450879100€54330886022206879280001081260000980
MAD9Y4300L78100E644406T78 4200006803600000678
Ik06130580200E655510614000681480000580

BLICS31073100€E73331073 300001081280001080
J502500779200P4 3330779 310001081270000779
RT11450877200€5900118158001180500001181450001180
A 0Y500778100G64%4U7793330778390000881360000779
8805520681300P84440068) 3850000681

E 06492879100G699870879 650000881550000879

TRANSACTION FILE:
Multiple transactions are permitted for the
//,— same old master reco

//1;03431281100 99571281550001281A

00 0000U0NBOR0ON
000000000BURDOW Js X C
00000000CKAWFCRD MAD94306781092C64440680420000680A
400000000HRFNJAMIN BL C
400000000BENJAMIN BL1354 C
4000J0Q0V00BENJAMIN BL 1074 C
40300000 1BENJAMIN BL 200 C
500000000TATER C D
555555559NEwW EMPLOYEE RTL145 C

555555555NEW EMPLOYEE

RT11440681100E64440681390000681A

555955555NEW EMPLOYEE RT 555 C

700000000J0ONES
8000000005MITH

A 385000781C
88 400 c
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OUTPUT FROM STUBS PROGRAM

Active key is the smaller of old master and
RECORUS BEING PROCESSED _—" Y

TRANSACTION SOC SEC #: 000000000 transaction keys

OLD MASTER SOC SEC #: 100000000

ACTIVE KEY: 000000000
0070-APPLY-TRANS-TO-MASTER ENTERED TRKANSACTION CUDE: A
0090-ADD-NER—-RECORD ENTERED
0070-APPLY-TRANS-TO~-MASTER ENTLRED TRANSACTION CODE: C

0100-COKRECT-OLD-RECORD ENTERED
00BO-WRITE-NEW-MASTER LNILRED

RECORDS BEING PROCESSED
TRANSACTION SOC SEC #: 200000000
LD _MASTER S0C SEC #: looooouook\\\\\\
ACTIVE KEY: 100000000 . .
» Existing old master with no activity

0060-BUILD~-NE~-MASTER ENTERED is Copied to new master
0080-nWkKITE-NEW-MASTER LNTERED

RECORDS BEING PROCESSED
TRANSACTION SOC SEC #: 200000000
OLD MASTER SOC SEC #: 200000000
ACT EY: 000000 . o .

CTIVE X . 200000000 Duplicate addition is flagged

0060-BUILO~-NEw-MASTER ENTERED

GO7O0-APPLY-TRANS~TO~MASTER ENTERED TRANSACTIUN CODE: A

0030-ADD-NEWN-RECORD ENTERED
ERROR~DUPL ICATE 4DDITION: 200000000

0080-WRITE-NEA-MASTER ENTERED

RECORDS BEING PRUCESSED
TRANSACTION SUC SEC #: 400000000
OLD MASTER SOC SEC #: 300000000
ACTIVE KEY: 300000000

0060-BUILD-NEW-MASTER ENTERED
0080-WRITE-NFW-MASTER ENTERED

RECURDS BEING PROCESSED
TRANSACTION SOC SEC #: 400000000
OLD MASTER SOC SEC #: 403000000 ~ Three transactions are applied to
ACTIVE KEY: 400000000 pd

same master record
0060-BUILD-NEW-MASTER ENTERED

}0070-APPLY-TRANS—TU—HASTER ENTERED TRANSACTION CODE:

0100-CORRECT—OLD-RECORD ENTERED

0070-APPLY-TRANS—-TO-MASTER ENTERED TRANSACTION CODE: C
{0100-CORRECT~QLD~-RECORD ENTERED

iOO?O-APPLY—TRANS—TO-HASTER ENTERED TRANSACTION CODE: C
i0100-CORRECT-OLD-RECORD_ENTERED
0080-nRITE-NEW-MASTER ENIERED

RECOROS BEING PROCESSED
TRANSACTION S0C SEC #: 400000001
OLD MASTER SOC SEC #: 500000000 . .
ACTIVE KEY: 400000001 "~ Error message indicating a miscopied

0070~APPLY-TRANS-TU-MASTER ENTIRED TRANSACTION CODL: C social security number
0100-CURRECT~(OLD-RECURD ENTEKED
[EKRUR-NO MATCHING RECORD: 400000001]
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STUBS QUTPUT (CORTINUED)

RECORDS BEING PROCESSED

TRANSACTIGN SOC SEC #: 500000000
OLD MASTER SOC SEC #: 500000000
ACTIVE KEY: 500000000

0060-BUILD-NEw-MASTER ENTERED
0070-APPLY-TRANS-TO—-MASTER ENTERED
0110-DELETE-OLO~RECORD ENTERED

RECURDS BtLING PRUCLSSED
TRANSACTION SOC SEC #H: 555555555
OLD MASIER 50C SEC #: 600000000
ACTIVE KEY: 555555555

TRANSACTION CODE:

[0070-APPLY-TRANS-TL-MASTER ENTERED

TKANSACTION CODE:

////—- Attempted

0

correction is flagged before

l addition is accomplishe
C -

0100-CUORRECT-OLD-RLCUORD ENTLRED
ERROR-NGQ MATCHING RECORD:

555555555

0070-APPLY-TKANS-TO-MASTLR ENTLRED
00S0-ADD-NEw-RECURD ENTERED

DO70-APPLY-TRANS-TU-MASTER ENTERED
0100-CORRECT-OLD-RECORD ENTERED

TRANSACTION CODE:

TRANSACTION CODE:

A

C

0080-wRITE~NEw-MASTER ENTERED ‘\\\kﬁ
Correction successfully applied after

RECORDS BEING PROCESSED

TRANSACTION SUC SEC #: 700000000
OLD MASTER S0C SEC #: 600000000
ACTIVE KEY: 600000000

0060-BUILD-NEW-MASTER ENTERED
00BO-WRITE-NEW—MASTER ENTERED

RECORDS BEING PRUCESSED

TRANSACTIUN SOC SEC #: 700000000
OLD MASTER SUC SEC #: 700000000
ACTIVE KEY: 700000000

0060-BUILDO-NEW-MASTER ENTERED
0070-APPLY-TRANS-TO-MASTER ENTERED
0100~-CORKRECT-OLDO-RECURD ENTERED
0080-WRITE-NEW—MASTER ENTERED

RECURDS BEING PROCESSED

TRANSACTION SOC SEC #: 800000000
OLD MASTER SOC SEC #: 800000000
ACTIVE KEY: 800000000

0060-BUILD-NEwW—MASTER ENTERED
0070-APPLY-TRANS-TGC-MASTER ENTERED
0100-COKKECT~ULD-RECORD ENTERED
00B0-wRITE-NEW-MASTER ENTERED

HECDRDS BEING PKOCESSED
TRANSACTION SOC SEC #:
OLD MASTLR SOC SEC »:
ACTIVE KEY:

900000000
900000000

0060-BUILD-NEw-MASTER ENTERED
00BO-WRITE-NEW-MASTEK ENTERED

94
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addition

TRANSACTIUN CODE:

TRANSACYION CODE:

Transaction key

c

c

has been set to HIGH-VALUES

and does not print



OdE IS NOW CONFIDENT THAT THE ESSENCE OF THE MAINTENAWNCE
PROGRAM IS WORKING. IT IS RELATIVELY EASY TO FILL IN
THE DETAILS OF THE LOWER LEVEL ROUTINES AND COMPLETE
THE PROGRAM.
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006001
00002
00003
00004
00005
00006
00007
000908
00009
00010
00o01l1
00012
00013
00014
00015
00016
00017
00018
Q0019
00020
00021
00022
00023
00024
00025
00026
00027
00028
00029
30030
00031
00032
00033
00034
00035
00036
00037
00038
00039
03040
00041
00042
00043
00044
00045
00046
00047
00048
00049
00050
00051
00052
00053
00054
00055
00056
00057
00058
00059
00060
00061
00062
00063
00064
00065
00066
00067
00068
00069
00070
00071

COMPLETED PROGRAM

LUENTIFICATIUN DIVISIUN.
PRUGRAM-ID. SEGUPDT.
AUTHOR. R. GRAUER.

ENVIRUNMENT DiVISION.
CONFIGURATLIUN SECTION.
SOURCE~CUMPUTER. I1BM-4341
OBJECT-COMPUITER. 18M-4341

INPUT-0OUTPUT SECTION.
FILE-CONTROLS
SELECT TRANSACTION-FILE
ASSIGN TO UT-S-TRANS.
SELECT DLD-MASTER-FILE
ASSIGN TU UT-S-MASTER

Y Output file has been

o

SELECT NEW-MASTER-FILE
ASSIGN 10 UT-S-NEmMAST.

DATA DIVISION.
FILE SECTION.
FD TRANSACTIOUN-IFILE
LABEL RECOUKDS AKE STANDARD
BLOCK CCNTAINS O RECORDS
RECORD CONTAINS 80 CHARACTERS
DATA RECORD 1S TRANSACTION~-RECORD.

01 TRANSACTION-RECORD PIC X(80).
FO OLD~-MASTER-FILE
LABEL RECORDS ARE STANDARD
SLOCK CONTAINS O RECORDS
RECORD CONTAINS 80 CHARACTERS
DATA RECORD IS OLD-MAST-RECORD.
0l OLD-AAST-RECURD PIC X(80}.
FO NEW-MASIER-FILE
LABEL RECUORDS ARE STANDARD
8LCCK CUNTAINS O RECORDS
PECCKD CONTAINS 80 CHARACTERS
DATA RECHOKD IS NEW-MAST-RECORD.
01 NEw-MAST-RECCRD PIC X(80).
AGRKING-STORAGE SECTION.
01 FILLER PIC X{14)
VALUE *'WS BEGINS HERE'.
01 WwWS—-TRANS-RECORD.
05 TR-SOC-SEC-NUMBER PIC XI9}).
0% TR-NAME.
10 TR-LAST-NAME P1C X{(15}).
10 TR~-INITIALS PIC XX
05 TR-DATE-OF-B8IRTH.
10 TR-BIRTH-MONTH PIC 99%.
10 TR-BIRTVTH-YEAR PIC 99.
05 TR-DATE-GF-HIRE.
10 TR-HIRE-MONTH PIC 99.
10 TR-HIRE-YEAR PIC 99.
0% TR-LUCATION-CODE PIC X(3).
05 TR-PERFURMANCE-CODE PIC X.
095 TR-EDUCATION-CODE PIC X.
05 TR-TITLE-DATA. N
10 TR-TITLE-CODE PIC 9(3).
10 TR-TITLE-DATE PIC* 9(4).

05 TR-SALARY-DATA.
10 TR-SALARY
106 TR-SALARY-DATE

05 TR-TRANSACTI1ON-CODE — PIC
88 ADDITION VALUE ¥A7.
88 CORRECTIGN VALUE *C'.
88  DELETION VALUE 'D°*.

05 FILLER PIC

96
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Three transaction

PIC 9(5).
PIC 9(4). types

Xe
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00072 {01 _wS—ULD-MAST-RECURD. ]
00073 05 OLD-SOC-SEC-NUMBER

00074 05 OLD-NAME.

00075 10 OLD-LAST-NAME

00076 10 ULD-INITIALS

00077 05 OLD-DATE-GF-BIRTH.

00078 10 OLD-BIRTH=-MUNTH

00079 10 OLD—BIRTH-YEAR

00080 05 OLD-DATE-OF-HIRE.

00081 10 OLD-HIRE-MONTH

00082 10 OLD-HIRE~HEAR

00083 05 OLD-LOCATION-CODE Record layouts are
00084 05 OLD-PERFORMANCE-CODE . .
00085 05 OLD-EDUCAT ION-CODE identical
00086 05 ULO-TITLE-DATA OCCURS 2 TIMES.

00087 10 OLD-TITLE-CODE

00088 10 OLD-TITLE-DATE -

00089 05 ULD-SALARY-DATA OCCURS 3 TIMES.

00090 10 OLD-SALARY PIC S(5).

00091 10 OLD-SALARY-DATE PIC 9(4).

00092 -

00093 {01  wS_NE~-MAST-RECORD.}

00094 35  NEn-SOC-SEC-NUMBER PIC X(9).

00095 05 NEwW-NAME.

00056 10 NEW-LAST-NAME PIC X(15).

30097 10 NEw-INITIALS PIC XX

00098 05 NEW-DAYL-OF -BIRTH.

00099 10 NEWw-BIRTH-HUNTH PIC 99.

00100 10 NEw-BIRTH-YEAR _PIC 99.

00101 05 NEW-DATE-OF-HIRE.

00102 10 NEW-HIRE—MONTH PIC 99.

00103 10 NEw-HIRE-HEAR PIC 99.

00104 05 NEw-LOCATION-CODE PIC XU3).

00105 05 NLwW-PERFORMANCL~CODE PIC X.

00106 05 NEW-EDUCATION-CODE PIC X

00107 05 NEw-TITLE-DATA DCCURS 2 TIMES.

00108 10 NEw-TITLE-CODE PIC 9(3).

00109 10 NEwW-TITLE-DATE PIC 9(4).

00110 05 NEW-SALARY-DATA OCCURS 3 TIMES.

00111 10 NEW-SALARY PIC 9(5).

00112 10 NEw-SALARY-DATE PIC 9(4).

00113

00114 01 WS-BALANCE-LINE-SWITCHES.

00115 05 WS-ACTIVE-KEY PIC X{9).

00116 05 WS-RECORD-KEY-ALLOCATED-SWITCH PIC X(3).

00117

00118 PROCEDURE DIVISION.

00119 0010-UPDATE-MASTER-FILE.

00120 OPEN INPUT TRANSACTION-FILE

00121 OULD-MASTER-FILE

20122 OUTPUT NEw-MASTER-FILE.

00123 PERFURM 0020-READ-TRANSACTION-FILE.

00t24 PEKFORM 0030-READ-OLD-MASTER~-FILE. .
00125 PERFORM 0040-CHOOSE—ACTIVE—KEY. —— Processing
00126 PERFORM 0050-PROCESS—-ACTIVE-KEY ; 5
00127 UNTIL wS-ACTIVE-KEY = HlGH—VALUE;i]//////'termlnatea when the
00128 CLGSE TRANSACTION-FILE active key is HIGH-
00129 OLD-MASTER-FILE . g
00130 NE#-MASTER—F ILE. VALUES; i.e., when both
00131 STOP RUN. files are empty
00132

00133 0020-READ-TRANSACTICN-FILE.

00134 READ THRANSACTION-FILE INTG WS-TRANS-RECORD

00135 AT END MUVE HIGH-VALUES TO TR-S0C-SEC-NUMBER.

00136

00137 0030-READ-OLD-MASTCR-FILE.

00138 READ OLD-MASTER-FILE INTU WS—ULD-MAST-RECGRD

00139 AT END MOVE HIGH-VALUE TO OLD-SOC-SEC-NUMBER.

00140 .

00141 0040-CHUOSE-ACTIVE-KEY. .

00142 1€ TR-SOC-SEC-NUMBER LESS THAN OLD-SOC-SEC-NUMBER

00143 MDVE TR-SOC-SEC-NUMBER TO WS~ACTIVE-KEY

00144 ELSE

00145 MOVE OLD-SOC-SEC-NUMEER TO nS-ACTIVE-KEY.

00146



00147
00148
00149
00150
00151
00152
00153
00154
00155
00156
00157
00158
00159
00160
00161
90162
00163
00164
00165
00166
00167
00168
00169
00170
00171
00172
00173
00174
00175
00176
00177
00178
00179
Q0180
oolsl
oo0182
00183
00184
00185
00186
a0187
00188
00189
00190
20191

00192
00193
30194
00195
00196
00197
00198
00199
00200
00201
00202
00203
00204
00205
00206
00207
00208
00209
00219
02211
00212
00213
00214
00215
00216
00217
00218
00219
00220
00221
00222
00223
00224
00225
00226
00227
00228
00229

0050-PRUCESS—ACTIVE—KEY.
IF OLD—-SOC-SEC-NUMBER = WS—-ACTIVE-KEY
MOVE 'YES' TO WS-RECURD-KEY-ALLOCATED-SWITCH
PERFORM 0060-BUILD-NEW-MASTER
ELSE
MUVE *NO* TO HS-RECORD—KEY—ALLOCAIED*SHITCﬁ;,”/,/—- Applies multip]

PERFORY 0070-APPLY-TRANS-TO-MASTER transactions to ¢
UNTIL WS-ACTIVE-KEY NOT EQUAL TR-S0C~-SEC-NUMBER. single:xnaster

IF WS—RECORD-KEY-ALLOCATED-5~11CH = *YES? record
PERFORM 0080—~WRITE-NEW-MASTER.

PERFJIRM 0040~CHOOSE-ACTIVE-KEY.

0060-BUILD-NEN-MASTER.
MOVE W3-OLD-MAST-RECORD TO WS-N{wW-MAST-RECORD.
PERFORM 0030-READ-OLD-MASTER-FILL

0070-APPLY-TRANS~TO-MASTER.
IF ADDITION
PERFORM 0090-ADD-NEW-RECORD
ELSE
IF CORRECTION
PEKFORM 0100-CORRECT-OLD-RECORD -
ELSE
If DILETION
PERFORM O110-0ELETE-OULD-RECORD.

PERFORM 0020-READ-TRANSACTION-FILE.

G0BO-WRITE-NEW-MASTER. Expanded from a
ARITE NEW-MAST~RECORD FROM WS—~NEW-MAST-RECORD.
N program stub

00G0-ADD-NEW-KECORD.

IF nS-RECORD-KEY—-ALLOCATED-SWIICH = 'YES®
JISPLAY * ERROR-DUPLICATE ADDITION: * TR-SOC-SEC-NUMBER

ELSE
MOVE 'YES* TO WS-RECORD-KEY-ALLOCATED-SWITCH
MOVE SPACES 70 wWS—NEw-MAST-RECCRD
MOVE TR-SUC-SEC~NUMBER TO NEw~SOC~-SEC-NUM3SER
MOVE TR-NAME TO NEwW-NAME
MOVE TR-DATE-CF-BIRTH TO NEn-JATE-OF-BIRTH
MOVE TR-DATE-OF~HIRE TO NEwW-DAYE~-OF-HIRE
MOVE TR-LOCATION-CODE TO NEW-LOCATION-CODE
MUVE TR-PERFORMANCE-COOE TO NE~PERFORMANCE-CODE
MOVE TR-EDUCATION-CODE TU NEw—EDUCATION-COUDE
MOVE TR-TITLE-DATA TO NEW~TITLE-DATA (1)
MOVE TR-SALARY-DATA T0O NEw-SALARY-DATA (1).

0100~CCRRECT-0OLD-RECORD.
IF WS-RECORD-KEY-ALLOCATED-SnITLH = 'YES®
PERFORM O105-CORRECT-INDIVIDUAL-FIFLDS
ELSE
DISPLAY * ERROR-NO MATCHING RECGRD: ' TR-SOC-SEC-NUMBER.

O105—COKRECT-INDIVIDUAL-FIELDS.
IF TR-NAME NUT EQUAL SPACES
MOVE TR-NAME TO NEW-NAME.
1F TR-DATE-OF-BIRTH NOT EQUAL SPACES
MOVE TR-~DATE-OF-BIRTH TO NEw-DATE-OF—8IRTH.
IF TR-DATE-UF-HIRE NOT EQUAL SPACES
MOVE TR-OATE-OF-HIRL 10 NLW-DATL-UF~-HIRE.
IF TR-LUCATIUN-CODE NOT EJUAL SPACES
MOVE TR~LOCATION-COJE TO NEA~LOCATIGN-CODE.
1¥ TR~-PERFORMANCE-COOE NOT EQUAL SPACES .
MOVE TR-PERFURMANCE-CUDE TO NEW-PERFORMANCE-CODE.
If TR-EDUCATION-CODE NOT EQUAL SPACES
MOVE TR-EDUCATION-CODE TO NEW-EDUCATION-CODE.
IF TR-TITLE-CODE IS NUMERIC
MOVE TR-TITLE-CODE TO NEW-TITLE-CODE (1).
IF TR-TITLE~-DATE IS NUMERIC )
MOVE TR-TITLE-DATE TO NEW-TITLE-DATE (1).
IF TR-SALARY IS NUMERIC .
MOVE TR-SALARY TO NEW-SALARY (1). B
{F TR-SALARY~-DATE IS NUMERIC

MOVE TR-SALARY-DATE TO NEw~SALARY-DATE (1). Precludes writing
new master and delete
0110-DELETE-OLD-RECORD. d ( Lines
[IF WS~KECORD-KEY-ALLUCATLU-SWITCH = VYES® record isee )
MOVE *NU* TO WS-RECOKD-KLY=ALI UCATEO-SWITCH 157-158)

Ees

DISPLAY *  ERROR-NO MATCHING RECORD: ¢ TR-50C-SEC~NUMBER.

ge



OUTPUT OF SEQUEATIAL UPDATE

NEW NMASTER:

Ve This record has been added

//// _—— Two fields have been corrected from
{0000000008URUW | J503431281100x99871281 550001281 two different
100000000 SUGRUE P 12450879108533308802220879280001081260000980

0O0E 64440678 420000680360000678 LTransactions

200000000CRAWHURD MA0%430067

300000000MILGROUN 1R0613 0200E655510814000681480000580
400000V00BENJAMIN BLii 054 100€E73331073 300001081280001080

/ 555555555NEn EMPLOYEE RT11440681100E65550681 390000681 X

600000000GRAVER RT11450877200E590011818001180500001181450001180
700000000JUNE S A 06500778100G644407793330778385000781360000779
8000000005MITH BB08520681300P84000681 385000681
90000J000BAKER E 06490879100692870879 650000881550000879

Social Security Number 500000000 has been deleted

ERROR MESSAGES:

ERROR-DUPLICATE ADDITION: 200000000
LKROK-NG MATCHING KICORD: 400000001
[ERKOR=NU MATCHING RECORD: 555555555]

Pertains to first transaction for this record



PROGRAM MAINTENANCE:

A WELL WRITTEN PROGRAM SHOULD BE EASILY READ AWD
MAINTAINED BY SOMEONE OTHER THAN THE ORIGINAL
AUTHOR. WE WILL PROVE THE EFFECTIVENESS OF THE
STRUCTURED METHODS THROUGH THE FOLLOWING CHANGES:

1. INCLUSTON OF A SECOND TRANSACTIOW FILE FOR
PROMOTIONS AND/OR SALARY INCREASES:

01 PROMOTION-RECORD.

05 PR-SOC-SEC-NUMBER PIC X(9).
05 PR-NAME.
10 PR-LAST-NAME PIC X(15).
10 PR-1INITIALS PIC XX.
05 PR-SALARY-DATA.
10 PR-SALARY PIC 9(5).
10 PR-SALARY-DATE PIC 2(4).
05 PR-TITLE-DATA.
10 PR-TITLE-CODE PIC 9(3).
10 PR-TITLE-DATE PIC 9(4).
05 PR-PROMOTION-CODE PIC X.
88 SALARY-RAISE VALUE 'R'.
88 PROMOTION VALUE 'P'.
05 FILLER PIC X(37).
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2. SALARY INCREASES ARE HANDLED IN THE FOLLOWING
MANNER:

Transaction salary becomes the
present salary in new master

Transaction

New Master

0ld Master

“Present salary in the old master
becomes previous salary in new master

‘Last level of old master salary disappears

N

PROMOTIONS (I.E., TITLE CHANGES) ARE PROCESSED
IN AN ANALOGOUS MANNER

4. DELETIONS ARE TO BE WRITTEN IN THEIR ENTIRETY
T0 A NEW FILE

ERROR MESSAGES ARE TO PRINT THE ENTIRE
TRANSACTION IN ERROR

ul
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N

EXPANDED HIERARCHY CHART

[ UPDATE |
| MASTER
FILE
i
!

|
r"“‘L"“ﬁ | vf“—l‘—“‘w \
¥~ READ 1 READ . ¥V Rread CHOOSE " PROCESS

| , | ‘
PROMOTION | RANSACTION OLD MASTER: ACTIVE ! ACTIVE
. FILE_ ] FILE __FILE KEY KEY
I\
1 |
BUILD | APPLY | » M APPLY | [WRITE |
NEW | TRANSACTIONS PROMOTIONSl \ NEW |
_MASTER | fO MASTER TO_MASTER | MASTER
I
L | | | | |
j
y— N - o A ] oo mn TS T T
READ @ = ADD E CORRFCT  j DELETE | READ 1 DO P o -} 7 READ
OLD MASTER | NEW | oLb | | oOLD | TRANSACTION | | TITLE | | SALARY | PROMOTION !
s ) | mecorn | | RECORD | | RECORD | | FILE LUPDATE _) ( UPDATE_ | L _FILE_ |
CORRECT
INDIVIDUAL
FIELDS
NOTES:

1. DOTTED LINES INDICATE NEW MODULES REQUIRED AS A RESULT OF MODIFICATIGNS.
2. SOFE EXISTING FOUULES WILL REQUIRE FHOLIFICATION.

f CHOOSE

ACTIVE ‘

‘ KEY



00001
00002
00003
00004
00005
00006
00007
00008
00309
00010
00011
00012
00013
00014
00015
00016
00017
0ao18
gacl9
00020
00021
00022
00023
00024
00025
00026
00027
00028
00029
00030
00031
00032
00033
00034
00035
00036
00037
00038
00039
00040
00041
00042
00043
00044
00045
00046
00047
000438
00049
00050
00051
00052
00053
00054
00055
03056
00057
00058
00059
00060
00061
00002
00063

MODIFIED SEQUENTIAL UPDATE

IDENTLIFICATIUN OIVISION.
PRUGRAM-1D. SEQUPEXe
AUTHOR. R. GRAUER.

ENVIRONMENT DIVISION.
COGNFIGURATIGON SECTION.
SOURCE-CUMPUTER. 1BM-4341.
OBJECT-COMPUTER. IBM-4341l.

INPUT-0UTPUT SECTION.
FILE-CCNTROL.

SELECT TRANSACTION-FILE
ASSIGN TO UT-S-TRANS.
SELECT OLD-MASTER-FILE

Promoti fil
ASSIGN 10 UT-S-MASTER. on €

"SELECT DELETED-RECORD-FIL

SELECT PROMOTION-FILE added

N 10 UT-S-PROMUTE.

ASSIGN TO UT—-S-DELETE.
SELECT NEW-MASTER-FILE
ASSIGN TO UT-S-NEWNMAST.

DATA DIVISION.
FILE SECTION.

FD

01

FD

01

FD

01

FD

[+3%

FD

01

TRANSACTION-FILE

LABEL RECORDS ARE STANDARD

8LOCK CONTAINS O RECORDS

RECORD CUNTAINS 80 CHARACTERS

DATA RECORD 1S TRANSACTION-KECORD.
TRANSACTION-RECORD PI1C Xxi80).

OLD-MASTER-FILE

LABCL RECORDS ARE STANDARD

BLOCK CUNTAINS 0 RECORDS

RECORD CONTAINS B0 CHARACTERS

DATA RECORD IS OLD-MAST-RECORD.

ULD-MAST-RECORD PIC X(80).

PRCMOTIGCN-FILE

LABEL RECORDS ARE STANDARD

BLUCK CONTAINS O RECORDS

RECURD CONTAINS 80 CHARACTERS

DATA RECOKD 1S PROMOTION-RECORD.
PRUMOTION—RECORD PIC X(B80).

DELETED-RECORD-FILE

LABEL RECORDS ARE STANDARD

BLOCK CONTAINS O RECORDS

RECORD CONTAINS 80 CHARACTERS

DATA RECORD IS DELETED-RECORD.

DELETED-RECORD PIC X(80}.

NEW-MASTER-FILE

LABEL RECORDS ARE STANDARD

BLOCK COUNTAINS O RLCURDS

RECURD CUNTAINS 80 CHARACTERS

DATA RECURD 1S NEW-MAST-RECORD.

NEw-MAST-RECORD PIC X(80).

nUORKING-STORAGE SECTION. ,

01

FILLER PIC Xx(14}
VALUE *wS BEGINS HEKE'.
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00064
00065
00066
00067
00068
00069
00070
00071
00072
00073
00074
00075
00076
00077
00078
00079
00080
023081
00082
00083
00084
00085
00086
00087
00088
00089
00090
00091
00092
00093
00094
000495
00096
00097
00098
00099
00100
G0101
00102
00103
00104
00105
00106
aoL07
00108
00109
00110
00111
00112
00113
00l1l4
00115
00116
o0LL7
00118
00119
00120
00121
00122
00123
00124
00125
00126

01

01

0l

WS-TRANS-RFCORD.
05 TR-SUC-SEC-NUMBER
05 TR-NAME.
10 TR-LAST-NAME
10 TR-INITIALS
05 TR-DATE~QOF-BIRTH.
10 TR-BIRTH-MONTH
10 TR-BIRTH-YEAR
05 TK-DATE~-CF-HIRE.
10 TR-HIRE-MONTH
10 TR-HIRE-YEAR
05 TR-LOCATION-CODE
05 TR-PERFURMANCE-CUDE
05 TR-EDUCATION-CODE
05 TR-TITLE-DATA.
10 TR-TITLE-CODE
10 TR-TITLE-DATE
05 TR—-SALARY-DATA,
10 TR-SALARY
10 TR-SALARY-DATE
09 TR-TRANSACTION-CODE
88 ADDITION VALUE "A?.
88 CURRECTION VALUE *C'.
88 DELETION VALUE *D°,
05 FILLER
%S-PROMOTION-RECORD.
05 PR-SOCL-SEC~WUMBER
05 PR-NAME .
10 PR-LAST-NAME
10 PR-INITIALS
05 PR-SALARY-DATA.
10 PR—-SALARY
10 PR-SALARY-DATE
05 PR-TITLE-DATA.
10 PR-TITLE-CODE
10 PR-TITLE-DATE
05 PR-PROMOTION-CODE
88 SALARY-RAISE  VALUE *R'.
88 PROMOTION VALUE *P*.,
05 FILLER
WS-OLD-MAST-RECORD.
05 OLD-SOC~SEC—NUMBER
05 OLD-NAME.
10 DOLD-LAST-NAME
10 OLD-INITIALS
05 OLD-DATE-OF-BIRTH.
10 OLD=-BIRTH=-MUNTH
10 OLD-BIRTH-YEAR
05 OLD-DATE-OF-HIRE.
10 Ol D-HIRE-MONTH P1C 99.
10 OLD-HIRE-HEAR PIC 99.
05 OLD-LGCATION-CODE - PIC X(3).
05 ULD-PERFGKMANCE-CODE 7
05  OLD-EDUCATION-CODE o
[05 OUD-TITUE-DATA OCCURS 2 TIMES.]
10" OLO-TI1TLE-CODE TUTTTTT _PI1C 9(3).
_ 10 QI D-TITLE-DAILE PIC 9(4).
|05 __CLD-SALARY-DATA OLCURS 3 TIMES.|

10 OLD-SALARY
10 OULD-SALARY-DATE
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PIC X(9).

PIC X(15).

PIC XX

P1C 99.
PIC 99.

PIC 99.
P1C 99.
PIC xi(3).
PIC X.
PIC X.

PIC 9{3).
PIC 9l4).

PIC 9(5).
PIC 9(4).
PIC X.

PIC Xxl(24).

PIC X(9).

PIC x{15).

PIC XX

PIC 9(5).
PIC gt4a).

PIC 9(3).
PIC 9l4).
PIC X.

PIC X{(37).

PIC X(9).

PIC X{15}.

PIC XX

PIC 99.
PIC 99.

PIC X.
PIC X.

PIC S(S).
PIC 9i4).

Two levels of title da

Three levels of salar
data



goi127
oolz2s
00129
00130
00131
00132
00133
00134
00135
00136
00137
00138
00139
Q0140
00141
00142
00143
00144
90145
00146
00147
00148
00149
00150
00151
00152
00L53
00154
a0155
00156
00157
00158
00159
00160
00161
90162
00163
00164
00165
00166
00167
00168
00169
00170
00171
00172
00173
00174
00175
00176
00177
90178
00179
00180
J0181
00182
oo183
00184
00185
30180
00187
00188
00189
00190
00191
30192
00193
00194
00195

Ol WS-NEW-MAST—-RECORD.

05 NEwW-

SOC-SEC-NUMBER

05 NEW-NAME,

10
10

05 NEw-

10
10

05 NEW-

10
10

NEW-LAST-NAME
NEA-INITIALS
DATE-OF-51RTH.
NEW-BLIRTH-MONTH
NEw-BIRTH-YEAR
DATE~OF-HIRE.
NEW-HIRE-MONTH
NE w-HIRE-HEAK

05 NEW-LUCATIUN-CODE
05 NEn—-PERFGRMANCE-CODE
05 NEa-EDUCATION-CODE

05 NEw-

10
10

05 NEw-

10
10

TITLE-DATA OCCURS 2 TIMES.
NEwW=-TITLE-CODE
NEW-TITLE-DATE

SALARY-DATA OCCURS 3 TIMES.
NEw-SALARY

NEwW—SALARY-DATE

01 WS—BALANCE-LINE-SWITCHES.
05 wS—-ACTIVE-KEY
05 WS—RECORD-KEY-ALLOCATED-SWITCH

PRUCEDURE DIVISION.

0010-UPDATE-

MASTER-FILE.

UPEN INPUT TRANSACTION-FILE

PRUMUT L UN-FILE
OLD~MASTER~FILE

OUTPUT NEW-MASTER-FILE

PERFORM
PERFORM
PERFORM
PERFURM
PERFORM

UNTIL WS—~ACTIVE-KEY = HIGH-VALUES.

DELETED-RECORD-FILE.
0015-READ-PROMOT ION~F iLE.
0020-READ-TRANSACTION-FILE.
0030~-READ~OLD~MASTER~FILE.
0040-CHUOSE-ACTIVE-KEY.
0050-PROCESS-ACTIVE-KEY

CLOSE TRANSACTION-FILE
PROMOTION-FILE
OLD-MASTER-FILE
NEW-MASTER-FILE
DELETED-RECURD-FILE.

STUP RUN.

0015~READ-PROMOTION-FILE.
READ PKOMOTION-FILE INTO WS-PROMOTION-KHECORD
AT END MOVE HIGH-VALUES TO PR-SOC~SEC-NUMBER.

0020-READ-TRANSACTION~FILE.
READ TRANSACTION-FILE INTO WS—-TRANS-RECORD
Al END MOVE HIGH-VALUES TO TR-SOC-SEC-NUMBER.

0030-READ-OLD~-MASTER-FILE.
RCAD OLD-MASTER-FILE INTO WS-OLD-MAST-RECORD
AT END MOVE HIGH-VALUE TO OLD-SOC-SEC~-NUMBER.

0040~( HOUSE -

ACTIVE-KEY,.

PIC Xi{9)e

PIC x(15).
PIC XX«

PIC 99.
PIC 99.

PIC 99.
PIC 99.
PIC X{(3).
PIC Xa
PIC X.

PIC 9(3).
PIC 9(4).

PIC 9(5S).
PIL 9(4).

PIC Xx{(9).
PIC X{3).

ELSE

IF TR-SOC-SEC-NUMBER LESS THAN OLD-SOC-SEC-NUMBER

IF TR-SUC-SLC-NUMBER LELSS THAN PR-SOC-SEC-NUMBER
MUVE TR-SOC-SEC-NUMBER TO wS~ALTIVE-KEY
LLSE
MOVE PR~-SOC—-SEC-NUMBER TO waS—ACTIVE-KEY

IF PR-SCC-SEC-NUMBER LESS THAN
MOVE PR-SOC-SEC~NUMBER TO wS-ACTIVE-KEY
ELSE
MOVE CLD-SOC-SEC-NUMBER TO WS-ACTIVE-KEY.

105

OLD-50C~-SEC-NUMBER

N\——— Logic expanded to

include PROMOTION-FILE



00196
00197
00198
00199
00200
00201
00202
00203
00204
00205
00206
00207
00208
00209
00210
0o02ll
00212
00213
00214
00215
00216
00217
00218
00219
00220
00221
00222
00223
00224
00225
00226
00227
00228
00229
00230
00231

00232
00233
00234
00235
00236
00237
00238
00239
00240
00241

00242

00243
00244
00245
00246
00247
00248
00249
00259
00251

00252
00253
00254
00255
00256
00257
00258
00259

0050-PROCESS-ACTIVE-KEY.
1F LLD-SOC-SEC~-NUMBER = WwS—ACTIVE-KEY
MOVE °*YES' TO WS—-RECORO-XEY-ALLUCATED-SWITCH
PERFORM 0060-BUILD-NEn—MASTER
ELSE
MOVE *NO* TO WS-RECORD—KEY=-ALLOCATED-SWITCH.

PERFORM 0070-APPLY-TRANS-TC-MASTER
UNTIL WL—ACTIVEL-KEY NOT EQUAL TR-500~SEC-NUMBER.

PERFORM 0075-APPLY-PROMO-TU-MASTER
UNTIL nS—ACTIVE-KLY NOT bQUAL PR-5UC-SEC-NUMBER.

IF wS—KECURD-KEY—ALLOCATED-SWITCH = *yI73°*
PEKFURM DOB0-WRITE-NEA-MASTER.

PERFORM 0040-CHUQOSE-ACTIVE-KEY. -

0060-BUILD-NEW-MASTER.
MOVE WS-0OLD-MAST-RECOKD 70 WS—NLW-MAST~RECORD.
PERFORM 0030-READ-GLD-MASTER-FILE.

0070-APPLY-TRANS-TU-MASTER.
IF ADDITION
PERFORM 0090~ADD-NEw-RECDORD
ELSE
IF CORRECTION
PERFORM 0100—-CORRECT-OLD-RECORD
ELSE
1F DELETION
PIRFURM O110-DELETL-ULD-RECORD.

PERFORM 00Z0~-RfAD-TRANSACTION-FILE.
fbo75-APPLV—PROHO—TUvnAsrER.1—~——““”_— Intermediate level module has

TF PROMUTION been added
PERFORM 0120-DO-TITLE-UPDATE
ELSE
1F SALARY-RAISE
PERFORM 0130-D0-SALARY-RAISE.

PERFURM 0015—RLAD-FPROMOTIGN~FILE.

0080-WRITE~NEW-MASTER.
WRITE NEW—-MAST—RECURD FROM WS—NEW-MAST~RECORD.

0090-A0D-NEn-KRELDRD. Error messages are
IF wS—RECORD—KLY-ALLOCATED-SWITCH = *YES®
TOISPLAY ¢ . better formatt

DISPLAY ' ERROR DUPLICATE AUDITION: ¢

DISPLAY * TKANSACTION IN CRROR: * WwS—TRANS-RECORD
ELSE

MOVE 'YES® TO nS—RECURD-KEY-ALLOCATED-SwITCH

MOVE SPACES 10 WS-NLW—MAST-+¢CORD N

MOVE TR-SUC~SEC-NUMBER T0 NEa-SOC-SEC—NUMBER

MOVE TR-NAME TU NEw-NAME

MOVE TR-DATE-OF-BIRTH TO NEA-DATE-GF-BIRTH

MOVE TR-DATE-OF~HIRE TO NEW-DATE-UF-HIRE

MOVE TR-LOCATION-CODE TO NEs-LOCATION-CODE

MOVE TR-PERFORMANCE-CODE TO NE~—PERFORMANCE-CODE

MOVE TR-EDUCATION-CODE 1O Niw-EDUCATION-CODE

MOVE TR-TITLE-DATA TO NEA-TITLE-DATA (1)

MOVE TR-SALARY-DATA TO NE-SALARY=DATA (1).
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00260 0100-CGRRECT-CLD-RECORD.

00261 IF wS—RECURD-KEY-ALLOCATED-SWITCH = *YES?

00262 PERFORM 0105-CORRECT~INDIVIDUAL-F IELDS

00263 ELSE

00264 DISPLAY * .

00265 DISPLAY * ERRDR-NO MATCHING RECORD: ¢

00266 UISPLAY ¢ TRANSACTION IN EKROR: ' WS—TRANS—RECORD.
00267

20268 01095-CORRECT-INDIVIDUAL=-F IELDS.

00269 IF THK-NAME NOT FQUAL SPACES

00270 MGVE TR-NAME TU NEw-NAME.

00271 IF TR-DATE-OF~BIRTH NOT EQUAL SPACES

00272 MOVE TR-DATE-OF-BIRTH TG NEW-DATE-QF~BIRTH.

00273 IF TR-DATE-OF-HIRE NOT EQUAL SPACES

00274 MOVL TR-DATE-OF-HIRE TO NEW-DATE-OF-HIRE.

002175 IF TR-LOCATION-CODE NOT EQUAL SPACES

00276 MOVE TR-LOCATIUN~CODE TO NEw—LOCATIGN-CODEa

00277 IF TR-PERFORMANCE-CODE NOT EQUAL SPACES

00278 MOVE TR-PERFORMANCE-CODE TO NEW-PERFORMANCE-CODE.

00279 IF TR-EDUCATION-CODE NOT EQUAL SPACES

00280 MOVE TR-EDUCATION-CODE TO NEW—EDUCATION-CODE.

00281 IF TR-TITLE-CODE IS NUMERIC

00282 MOVE TR-TITLE-CODE TG0 NEW-TITLE-CODE (1).

00283 If TR-TITLE=-DATE 1S NUMEKIC

00264 MOVE TR-TITLE-DATE 10 NEw~TITLE-DAFE (1).

00285 I+ TR-SALARY 1S NUMERIC

00286 MOVE TR-SALARY TO NEW-SALARY (1).

00287 If TR-SALARY-DATE IS NUMERIC

00288 MOVE TR-SALARY=-DATE TO NEw—-SALARY-DATE (1)}.

00289

00290 0110-DELETE-OLD-RECORD.

00291 IF WS~RFCORD-KEY-ALLOCATED~SWITCH = *YES? Deleted records'are
00292 MOVE_*NU* 10U W5-HECORD-KLY=-ALLUCATED~5WITCH written to a new file
00293 WRITE DELETCD-RECORD FROM WS-NEw-MAST~RECORD

00294 fLSE T

00295 DISPLAY * .

00296 DISPLAY ' ERROR~NO MATCHING RECORD: ¢

00297 DISPLAY ¢ TRANSACTION IN ERROR: * WS—TRANS—RECORD.
00298

00299 oxzo—uu—rxru:-upmnE.L\nﬁmu

00300 1F WS-RECORD-KEY-ALL .Q-SH[ICH = VYES?

00301 MOVL NEW-TITLE-CODE (1010 NEW-11TLE-CODE {(2)

20302 MOVE NEW-TITLE-DATE (1) TO NEw=IITLE-DATE (2)

00303 MOVE PR-TITLE-CODE T3 NEw—T1TLE— (1

00304 MOVE PR-TITLE-DATE TO NEH—TlTLE—gE?g\TT1\\\\\

00306 o rseay ¢ s 0./»””’;::> Low level modules have
00307 DISPLAY * E£KROR-NO MATCHING RECORQ: been added
301208 DISPLAY * PRGMOTILN IN_ERRHRT ¥ wS—-PRGMOTION-RECORD.
00309 e

00310 0130-D0-SALARY=-RALISE}—

00311 TF WS-RECORD-KEY-ALLOCATED-SwITCH = °YES®

00312 MOVE NEw-SALARY (2) TO NEwW-SALARY (3)

00313 MOVE NEW-SALARY-DATE (2] TO NEW-SALARY-DATE (3}

00314 MOVE NEW-SALARY (1) TO NEwW-SALARY (2}

00315 MOVE NEW-SALARY-DATE (1) TO NEm-SALARY-DATE {2)

00316 MOVE PR-SALARY TO NEW-SALARY (1)

00317 MOVE PR-SALARY-DATE TO NEw-SALARY-DATE (1)

00318 ELSE

00319 DISPLAY * .

60320 DISPLAY * ERROR-NO MATCHING RECORD: °

00321 DISPLAY ¢ PRUMOTIUN IN ERROR: ' WS—PROMOTION~RECORD.
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INPUT TO MODIFIED SEQUENTIAL UPDATE

TRANSACTION FILE:

000000000B0URON
00000J00J0K0ROM
2000000uOCHAWFOKD
4QUUD000IBENJAMIN
400000000BENJAMIN
40000C0J0BENJAMIN
40000003 1BENJAMIN
SO0000VJ0TATER

4503431281100 93873/81550001281A
Js X C
MAU94306781000644406804200000680A

8L C
3L1054 c
BL 1074 C
BL 200 C
C D

C

555555559NEwW EMPLOYEE RT1145
555555555NEn EMPLOYEE RT11440681100£644406813900006814A

555555555NEA EMPLOYEE RT 555 [
700000000JU0NES A 385000781C
800000000SMITH BB 400 C

PROMOTION FILE:

/’ Benjamin's salary will be updated in the new master

[«00000VOUBENJAMIN 350000182 R |

400000000BENJAMIN w4 0182P

S0V000000TATER 330000182 R

£00000000GRAUER 9990182P

4O0000IN054] TH 400000182 R

888353888 JCHNSON 400000182 R
100000000SUGR UE P 12450879100€533308802206879280001081260000980
200000000LRAWFURD MA09430675100E64440678 420000680360000678
300000000MIL GRGM 1R06130580200£655510814000681480000580
400000000BENJAMIN BL10531073100£73331073 300001081280001080
500000000TATER J$02500779200P43330779 310001081270000779
600000000GRAUER RT11450577200£590011818001180500001181450001180

A 055007781006644407793330778390000881360000779
BBO8520681300P84440681 385000681
£ 06490879100699870879 650000881550000879

700000000J0%ES
B80000000QSMITH
900000000BAKER
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OUTPUT FROM MODIFIED SEQUENTIAL UPDATE

NEW MASTER:

Benjamin now has salary level

to indicate that a salary

000000000BORO N JS03431261100X99871281

1000000005UGRUE P 12450879100E5333068022208792804010 9s0 update has taken plac
200000000CRAWFURD MA09430678100E64440678

300000000MIL GROM 1R06130580200£6555108140006814300j00580

400000000BENJAMIN BL10541074100E744401623331073(3 osiZEo0d1080

555555555NEW EMPLOYEE  RT11440681100E65550681 390000681

600000000GRAUER RT11450877200E599901 829001181500001181450001180

700000000JONE § A 09500778100G644407793330778385000781360000779

800000000SM1TH BB08520681300P84000681 $00000182385000681

900000000BAKER E 064908791 00699870879 650000881550000879

DELETED RECORD FILE:

Deleted records are now written to a separate file

ISOOOOOOOOTATERI JS02500779200P43330779 310001081270000779

ERROR MESSAGES:

////—- Error message is better formatted

EXRGR UJPLICATE ADDITION: B

TKANSACTION IN ERRUR: 200000000CRAwWHORD B H@O94%9§78ngﬁﬁfji?qﬁpfggggS@EOA
EKKOR~-NO MATCHING RECURD:

IRANSACT ION IN ERROR: 4000000O0LIBENJAMIN BL 200
CRROR-NO MATCHING RECORD:

PRUMDTION IN EKROR: SO00000000TATER 330000182 . R
EKROR-NDO MATCHING RECORD: R

TRANSACTION IN ERROR: 555555555NEw EMPLOYEE RT1145 o

ERROR-NO MATCHING RECORD:
PROMOTION IN ERROK: 8888888B8JOHNSON 400000182 R
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THE POINT OF THIS EXERCISE IS THAT NON-TRIVIAL CHANGES
CAil BE MADE TO EXISTING PROGRAMS, EASILY AND CORRECTLY.

THIS ASSUMES THAT THE PROGRAM WAS WELL DESIGNED AHD
CONSISTS OF HIGHLY COHESIVE, YET LOOSELY COUPLED
PARAGRAPHS. ONE HAS A HIGH DEGREE OF CONFIDENCE THAT
THE CHANGES WILL WORK, AND FURTHER, THAT A CHANGE IN
ONE MODULE WILL NOT CREATE ADDITIONAL PROBLEMS.

THE [MPORTANCE OF COBOL COSMETICS IS WOT TO BE
UNDERESTIMATED. THE CHANGES WERE FACILITATED, IN PART,
BY THE AESTHETIC APPEAL OF THE COBOL PROGRAM. PROPER
INDENTATION AND MEANINGFUL DATA WAMES ARE OF PARAMOUNT
IMPORTANCE.
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MAINTENANCE EXERCISE

Discuss the implementation of the following changes with
respect to the expanded hierarchy chart; i.e., indicate what
additional modules are required and/or which existing modules
will change. Indicate how the changes will be made in the
program itself.

1. Salary increases are no longer put through automatically,
but are to be rejected if any of the following
conditions occur:

a. The transaction salary matches the present salary
in the old master,

b. The transaction salary date matches the present
salary date in the old master,

c. The performance code in the old master is P, and

d. The name and initials on the transaction record do
not match the name and initials on the old master.

2. A new transaction type, S, accommodates a change in
social security number to an existing record. The
existing (but incorrect) social security number is to
appear in columns ! through 9 of the transaction record,
while the corrected social security number appears in
columns 58-66. Realize that if a social security number
is changed, the new master file will be out of sequence
and must be sorted. However, sorting is not to take
place if no social security numbers are changed. (If
multiple transactions are inclided, all transactions
should reterence the old social security number.)

3. A new one-position numeric field is included at the end
of the transaction record to permit historical corrections
on title or salary data. Specifically, a 1 indicates
the present level is to be corrected, a 2 the previous
level, and so on. Valid values are 1, 2, and 3, since 3
levels of salary data are defined. Valid levels for a
title correction are 1 and 2. (You may assume that the
stand alone edit program has verified that the level is
valid.)
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Deletions now contain a date in the TR-TITLE-DATE field.
The deleted record is to contain this date as its
present title date, and the title code 999 as its
present title. (This in turn causes the present title
data from the old master to become the previous values
in the deleted record.) Records deleted from the old
master file are still to be written to DELETED-RECORD-
FILE.

Promotions (i.e., title changes) are to be rejected if
any of the following conditions occur:

a. The transaction title matches the present title
in the old master,

b. The transaction title date matches the present
title date in the old master, and

¢. The name and initials in the transaction record

do not match the name and initials in the old

master.
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REFERENCE

The Balance Line Algorithm is described in an article by
Dwyer, "One More Time - How to Update a Master File",
Communications of the ACM, Volume 24, Number 1, January 1981.

The material in this presentation was extracted from a
forthcoming book by R. Grauer, Structured Methods Through
COBOL, to be published by Prentice Hall, and available in
January 1983.
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TEACHING SYSTEMS ANALYSIS AND DESIGN

Jeffrey L Whitten
Remarks

CIS-4, Systems Analysis Methods, and CIS-5, Structured
Systems Analysis and Design, are the core systems develop-
ment courses in the DPMA model curriculum. Professor
Whitten will offer some of his insights on the implementa-
tion of these two courses. The course syllabi presented by
the DPMA model curriculum will be viewed the minimum learn-
ing experience. Suggested supplemental learning outcomes
will be offered. The course descriptions, student [minimum]
outcomes, course contfnt, and course approach has been
previously detailed.

Systems Analysis Methods, as the 1initial course,
concentrates primarily on system documentation tools and
techniques rather than the process of analysis and design
(deferred until CIs-5). The course method suggests
individual exercises or a comprehensive project (also
individual). Professor Whitten will outline two alternative
project approaches; one for the analysis of an existing
system, the other for the design of a target system. The
latter approach will be suggested as most appropriate for a
stand-alone course in the community college or two-year
subset of the curriculum. Professor Whitten will also
address the need to provide stronger conceptual framework
for the course and the need to integrate classical and
structured methods rather than treating them as an either/or
proposition.

Structured Systems Analysis and Design is the second of
the two courses. Its emphasis is placed on problem solving
skills, communications skills, and the methodology of
systems development. Professor Whitten will suggest the
need for an extended structured approach that more capably
meets the need for methodologies that can support the
development of decision support systems. Structured
Analysis and Design are less effective in these instances
when users cannot clearly express their requirements (data
flows). A project approach will be suggested.

Finally, the need for understanding the "people" and
"behavioral” aspects of analysis and design will be
presented as the major inadequacy in CIS-4 and 5. While
this topic can be stressed by the individual intructor in
the classroom, it must be experienced to be fully
appreciated. Professor Whitten will suggest and describe a

1 Adams, David R. and Thomas H. Athey, Editors, "DPMA

Model Curriculum for Undergraduate Computer Information
Systems Education", 1981, DPMA Education Foundation, pp.
30-35.

11



strong interface to the CIS-7 course (Applied Software
Development Project) as one solution to the problem.
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AUGMENTING THE MODEL CURRKRICUL UM
ELECTIVE COURSES

DECISION SUPPORT SYSTEMS
SMALL BUSINESS COMPUTERS

’ EDF AUDIT AND CONTROLS

Chairman: John F. Schrage
Associate Protessor, Management Systems % SC1enoow
Southern Illinois University at Edwardsville
Edwardsville, IL #2028

Members: Dorathy G. Dologite
Assistant Protessor, Statistics and
Computer Inftformation Systems
Baruch College )
City University of New Yark
New York, NY 1001Q

Frederick Ballegos

Manager, Management Sciences bLroup
U.S. Beneral Accounting Office

Los Angeles, CA 920071
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ELECTIVE COURSE IN DFPFMA CURRICULUM

CIsSs—0O8

CIS—0O<2

CIS—10

CcCiIs—11

CIs—12

CIsSsS—1>=

CcCIs—149

CIs—15

SOFTWARE AND HARDWARE CONCEFPTS

OFFICE AUTOMAT I0ON

DECISION SUPFPORT SYSTEMS

ADVANCED DATA BASE CONCEFPTS

DISTRIEBUTED DATA FROCESSING

EDF AUDIT AND CONTROLS

INFORMATION SYSTEMS FLANNING

INFORMATION RESOURCE MANAGEMENT



CIS—10 DECISION SUFPPORT SYSTEMS

DESCRIFTION:

1. A study of the design, development, and implementation of the
highest level of information systems which serves the
management decision—-maker {(user).

2. This wset of systems provides guantitative-based information
derived from one or more data bases within and/er external to

an organization and used to aid managers in the decision-
making process.

3. Decision support systems (DSS) combine management information
' systems, management science, and organizational behavior
concepts in the analysis and design of systems to support
decision processes.

4., Theoretical concepts will be applied to real-world

applications with an analysis of examples from specitfic
organizations.

PREREQUISITE: CIS-1, Introduction to Computer-Based Systems.
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1.

COURSE CONTENT

SYSTEMS AND INFORMATION CONCEPTS (104}

L2 T N P

"

STRUCTURE OF SYSTEMS IN RESPECT TO ORGANIZATIONS (10%3} 2

TOOLS IN USING SYSTEMS {15%>

THE INFORMATION SYSTEM FOR MANAGEMENT {1S%2

DECISION SUPPORT SYSTEMS (25%2

APPLICATION OF CONCEPTS WITH CASE STUDIES

COMMUNICATION SKILLS €10%>
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COMFARISON WITH ACM CURRKRICULUM
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CcCIsS 10 DECISION SUFFORT SYSTEMS

also called Management Information Systems and/or Decision
.Suppart Systems during the preparation of the CIS Model DMPA
Curriculum.

aG C ™M INnfo Sy = Curr

The CIS 10, Decision Support Systems course is a combination of
the following ACM Information Systems Curriculum Courses:

IS 3 MANABEMENT INFORMATION SYSTEMS IN ORGANIZATIONS

and

IS 7 DECISION SUPPORT AND MODELING SYSTEMS
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A CIS-16 Course on Small Business Computers?

Dr. Dorothy G. Dologite
Basruch College - City University of New York
This peper proposes that a course on "Small Computers for Business"
be considered for inclusion es & new "CIS-16 Elective Course” in the DPMA
Model Curriculum.
It seems that the Model Curriculum is overwhelmingly meinframe

oriented. This runs counter to current trends.

The probtlem could be rectified with at least & "CIS Elective Course”
like CIS-16 Smell Computers for Business. I have developed such & course
for Baruch College of the City Umniversity of New York. The course
desceription, outcomes, content, etc., haes been cest into the format
edopted by the DPMA to publish its Model Curriculum courses. It is
gttached for review and discussion is solicited.

The course is "applications” and "hands-on" oriented. It seems it
would be one of the few courses, es the Model Curriculum is now structured,
thet would give students & computer experience from "power-on" to

"power-off."
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CIS-16 SMALL COMPUTERS FOR BUSINESS

COURSE DESCRIPTION

An intensive study of the application of small computers to solve business
problems from single-server systems to those serving hundreds in a
distributed data processing environment. Common heavily used applications
on small computers, like word processing, financial worksheet planning and
modeling, and stand-alone as well as integrated accounting, will be o
examined. Required lab projects include the design and programming of a
small computer business application and the systematic evaluation of
several software packages. Small computer system alternatives, selection,
implementation and vendor commitments are examined. Prerequisite: CIS-5,
Structured Systems Analysis and Design.

STUDENT OUTCOMES

To prepare students to be intelligent users and implementors of small
computer business solutions. To be able to place today's small business
system capabilities into perspective. To develop the ability to
intelligently evaluate, buy and implement hardware and packaged software.
To develop the ability to bring up an application from scratch on a small

computer.

COURSE CONTENT

1. Characteristics of Small Computer Systems (5%) Skill level 2

Basic components and design models. Features and differences among
micro, mini and large scale computers. Spectrum of capabilities.
Population of suppliers and users. Positives and negatives. Future

trends.

2. Planning for Small Computers (5%) Skill level 2

Hardware and software considerations and tradeoffs. Make-or-buy
considerations. Single-user, multi-user, distributed data processing
environments. ILocal networks and data corrunications.

3. Software snd Hardware Acquisition Considerstions (5%) Skill level 2

locating proprietary software using ICP Directory, trade magazines, and
other information sources. Locating hardware using loose-leaf reference
services, store demonstrations, vendor literature, etc. Vendor
reliability and reputation. Multi-vendor arrangements. User interviews.
Benchmark tests. Checklists. Evaluation matrix.

€I1S-16.1
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L. Evaluating and Implementing Skill level 3
Application Packages (LO%)

Determining specific user needs and implementing common application
packages such as: word processing, electronic financial worksheet,
stand-alone and integrated accounting, data base and file management,
project rmenagement, portfolio management, financiel modeling, gragphics,
and communication services systems. ZEvaluating specific commercial
packages. Case problems. Successful and unsuccessful examples.

S. Original Application Anslysis Skill level 3
and Design Considerations (5%)
Review of software development life cycle. Adaptation to scale of
user environment and system requirements. Problem definition.
Structured analysis and design. Programmer training. Program
development and testing. Performance validation. Audit and control
considerations.

6. Analyzing and Designing a System (LO%) Skill Level 3

Actual case study problem analyzed, designed and implemented. General
accounting or industry specific user areas.

EXERCISES AND PROJECT

Ideally this course will use packaged software for some student exercises
minimally including a word processing. electronic financial worksheet, and
stand-alone accounting or simple data base/file management packages. If
"nands-on" software is not available, case studies could be used for this
application orientation.

A term project should also be required which involves the program design
and implementation of a simple billing or other application. Students can
be expected to be prepared, from the CIS-5 prerequisite, to handle the
analysis and design phase of the project without much difficulty.

A simple application is recommended because time is needed to learn how to
use a new system. learning how to create interactive user software from
"power-on" to "power-off" is ome of the positive values of the term project.

COURSE AFPPROACH

This course is primarily a "hands-on" course in which the student gains a
working knowledge of what small computers are and how they fill common
business application needs. It also gives students a valuable computer
experience from "power-on" to "power-off."

Ideally, if time permits, in addition to the exercises and project detailed
above, students should complete a hardware and/or packaged software search.
This should be related to the term project. For example, if a medical

CIS-16.2
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billing system is designed and programmed, the software search should be for
a comparable package. The hardware search could be for a system more
powerful than that used.

ELECTED REFERENCES

While there are many books available on small computer systems for business,
no single textbook directly addresses all the concerns of this course.
Readings must be chosen from among the many selections available through
books, publications and reference sources. This aspect of the course will
need special attention since the area of small computers for business
represents one of the most volatile areas of data processing.

Best, Peter J. Small Business Computer Systems. Prentice-Hall, 1980.

Brandon, Dick H. and Sidney Segelstein. Business Computers. Boardroom
Books, 1981.

Dsterro Directory of Small Business Clompulers. 3 vols. Datziro Research.
Or oiLner reference sources as aprropriate.

Grilio, John P. and J. D. Robertson. Microcomputer Systems: An Applications
Approach. Williar C. Brown, 13979.

ICF Directory - ¥ini-Srall Business Systems. 2 vols. International Computer
Programs, Inc. Or other software reference sources as appropriate.

Mini-Micro Systems and other trade publications as appropriate.

Shaw, Donald R. Your Small Business Computer. Van Nostrand, 1981.

Warren, Carl and Merl Miller. From the Counter to the Bottom Line.
Dilithium Press, 1979.

Operating system, high-level programming language, and user application
manuals as required.

CIs-16.3
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Frederick Gallegos

CIS-13 EDP AUDIT AND CONTROLS

°Introduction to Fundamentals of EDP Auditing
--EDP controls
~~Type of EDP audits
——Concepts and techniques used in EDP audits
--Exposure to risk assessment

--Professional standards

STUDENT OUTCOMES

°Understanding of what EDP auditing is

o
Importance of EDP controls and effect poor controls can have

o .
Appreciation of and moti i i
. ° tivation for proper data processing practices

COURSE CONTENT

Subiject Area Ievel of Skill

--EDP Audit Envirorment and Computer
Information Systems (10%) Skill level 3
—-Information Systems Controls (25%) Skill level 3
--Camputer Audit Techniques (30%) Skill level 2
--Auditing Adv. Information Systems (20%) Skill level 2
--Systems Approach to Auditing (15%) Skill level 3
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IT.

PROJECTS

Research Paper on an EDP audit-related topic or a Test
Data Case providing hard-on experience

Case Study
--Involving the use of

—audit retrieval language
—-test data

-—-On-line case problem
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TRACK IV
PROFESSIONAL DEVELOPMENT FOR BUSINESS

°The Information Systems Professional: Vhere Will He Go and
How Will He Get There?

°Advantages of In-House Training Programs

°The Applied Software Development Project
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ACM  Assncanor rarfomoL e MaTe
ACPA As
AEDS

AiA

INSTITUTE FOR CERTIFICATION
' OF COMPUTER PROFESSIONALS

TR THE INSTITUTE FOR CERTIFICATION OF COMPUTER PROFESSIONALS
SrepmT e awiii o was founded in 1957 by the eight professional societies
BT aTa T e listed below.

PURPOSE

ICCP is a non-profit organization established for the purpose of testing
and certifying knowledge and skills of computing personnel. It is a co-
ordinated, cooperative, industry-wide effort.

A primary objective is the pooling of resources of constitutent societies so
that the full attention of the information processing industry will be focused
on the vital tasks of development and recognition of qualified personnel.

The Institute will foster, promote and encourage development and improvement

of standards of performance and of good practice. It will become an author-
itative source of information for employers, educators, practitioners and public
officials.

PROGRAMS

ICCP serves as the focal point for its constituent societies which sponsor
related programs so that the results of their activities may be incorporated
into that of the Institute. In addition to testing and certification, ICCP
planned programs include job definitions, curricula, continuing education,
and self-assessment,

Examinations

The Institute currently provides the Certificate in Data Processing (CDP) and
the Certificate in Computer Programming (CCP). One half day examinations are
given annually at test centers in colleges and universities in the U.S.A.,
Canada and several other international locations for these certificates.

The CDP EXAMINATION consists of five sections which are intended to cover

the broad range of knowledge important for the management of computing projects
and organizations. The successful completion of all five sections, a minimum
of five years computing work experience, and acceptance of the ICCP Codes of
Ethics, Conduct and Good Practice are required to receive the Certificate.

The attainment of the CDP is intended to certify the knowledge and under-
standing necessary to organize and direct the development of successful comput-
ing systems.

AL et e T
ALICMaEnGN TNe AIrorann
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D
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TESTING 2ND CERTIEVING K N FDGE AND S<ILLS 79 T ant i G
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The CCP EXAMINATION is offered as three separate examinations. Each of the
three examinations tests a common core of programming knowledge and an area

of specialization. The three areas of specialization are Business Programming,
Scientific Programming and Systems Programming. There is no specific experience
requirement for the CCP but the candidate should be aware that the examinations
are primarily intended for senior-level computer programmers. Successful com-
pletion of one of the examinations and acceptance of the ICCP Codes of Ethics,
Conduct and Good Practice are required to receive the CCP in the area of special-
ization. Each of these certificates is intended to certify the knowledge and
understanding necessary for the design and development of successful computing
systems in that area of application.

Specific requirements of this year's CDP examination are detailed in the CDP
Announcement and Study Guide available from ICCP headquarters.

Both the CDP and CCP examinations are administered by The Psychological
Corporation, a New York-based research and testing organization.

STRUCTURE

The Institute is governed by a Board of Directors to which each constituent
society designates two directors. The Board of Directors elect Officers of
the Institute, who as an Executive Committee, act for the Board between
meetings.

Standing committees that provide advice to the Board, and assist in the manage-
ment of the Institute are:

(1) Program,
(2) Public Information, and
(3) Budget and Finance.

As programs are initiated by the Institute, Councils are established to oversee
them and provide the necessary guidelines to assure the highest standards.
Currently there are two Councils - the CDP Certification Council and the CCP
Certification Council - which have jurisdiction over the CDP and CCP examin-
ation programs, respectively.

ACM: Association For Computing Machinery

ACPA: Association of Computer Programmers and Analysts

AEDS: Association For Educational Data Systems

AlA: Automation One Association

CIPS: Canadian Information Processing Society

DPMA: Data Processing Management Association

IEEE: The Computer Society of the Institute of
Electrical and Electronic Engineers

SCDP: Society of Certified Data Processors
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Enhancing Human Endeavor
With the Use ot Computers

By Donald E. Price, President, Data Processing Management Assn.;
Executive Vice President, Sierra College, Rocklin, Calif.

ey

he information-management profes-

sion is moving at such a high rate of
speed that traditional signposts are blur-
ring. Just making the right moves and
taking the right turns are becoming a
risky operation demanding skill, knowl-
edge and courage from information
executives.

During 1982, the Data Processing
Management Assn. will be totally com-
mitted to making the unknown a man-
ageable and challenging territory for its
members. In addition, DPMA will con-
tinue to play akey role in society's under-
standing of computers and what these
tools can do for business, government,
education and other sectors of human en-
deavor.

There is no doubt of the immense
influence that computer and communica-
tions technology will have in the coming
years. DPMA continues to provide
members the ammunition so they are
prepared to address targets such as low-
ered productivity, health care, economic
modeling, safety of workers and thou-
sands of other applications.

One area of the information cosmos in
which the computer will be invading with
light-year speed is the office. The speed
with which this trend is moving can com-
plicate introduction of electronics to the
office. Our association is playing a
significant role here by (1) educating its
members to the complexities of office
electronics, of the needs of top corporate
management to the introduction of new
systems and to the variety of systems and
software available; (2) providing mem-
bers and companies with advice, in the
form of publications and national semi-
nars, on how the office can go electronic

DATA PROCESSING MANAGEMENT
ASSN. was founded in 1952. Its annual con-
ference is Oct. 17-20 in Chicago. Edward J.
Palmer is executive director at 505 Busse
Hwy., Park Ridge, I1ll. 60068. (312) §25-
8124.

DESRING

“..DPMA will continue to
play a key role in society’s
understanding of computers
and what these tools can do
for business . ..”

in a systematic and integrated way.
With the popularity of computers, the
chances of the information manager hid-
ing behind his or her black box und com-
puterese lingo are extremely slim. The
computer manager has become quite vis-
ible: sometimes a target, sometimes a
convenient place to lay blame, more of-
ten, fortunately, an opinion to be sought
by other managers in the organization.
We are hard at work honing the skills
needed for this new task-—skills that in-
clude communications, persuasive influ-
encing, negotiating, human-resource
management and more. These skills were
at one time the fenced-in domain of the
MBA-trained executive, but no more.
The power and spread of computers are
leading to a broadening of the informa-
tion manager's territory. Whether or not
employers require that information man-
agers have an MBA, the «kills related to
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an MBA are certainly expected. In fact,
this would probably be a losing battle if
we simply concentrated on estublished
information managers.

DPMA, through its Education Foun-
dation, also is concerned about students
being educated for careers in information
management. Two months ago, the
foundation released a precedent-setting
Model Curriculum for Undergraduate
Computer Information Systems Educa-
tion. This is meunt to improve the quality
of graduates so business need not “re-
train’’ someone who just spent four years
and thousands of dollars getting ready for
that information-processing position.

Another area of concern as the infor-
mation manager becomes more visible is
the issue of trust. With the public per-
ceiving computers as repositories hold-
ing vast quantities of sensitive informa-
tion on people, there is the desire to
maintain the highest quality of computer
professional who is charged with security

of that information. We recently ap--

proved a Code of Ethics and Standards of
Conduct that details ethical behavior by
information managers who are members
of the association.

In order to educate all sectors on the
implications of the code, DPMA decided

to hold off approval of an “‘enforcement

procedure” for a short time, pending

public review of the document and an

understunding of the potential penalties
for unethical behavior. The important
point here is that a profession, in a
healthy and high orbit, chooses to police
itself in an effort to hold and enhance the
positive confidence of computers by the
public as well as business, government
and education users.

We are just now breaking away from
the confining gravity of a technologically
weak atmosphere to the heady air of a
sphere where computers and information
systems allow people more time and re-
sources to be more human. There is no
more noble ambition.

The Office, January 1982



THE ROLE OF THE DATA PROCESSING TRAINER

IN TURNOVER REDUCTION

TERRY H. EBERT, Ed4.D.
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Turnover continues to be a problem in data processing.
There is every reason to expect this situation to continue.

Our industry has grown at a tremendous rate over the past
several years. The U.S. Department of Labor reports the num-
ber of computer specialists, programmers, and systems analysts
employed in the field increased from 607,000 in 1974 to 1,032,000
in 1979, which is a 70% increase. The industry was in excess
of 300,000 people short of its needs when the year began in 1981.
At that point, we were hiring an average of 930 people daily,
and it has been estimated that by the year 2000 that number
could exceed 2,700 people.

This growth can be seen even more clearly when you realize
that by 1985 the DP industry will pull to within 17% of equal-
ling the nation's mammoth auto industry and will probably pass
it within the following year or two. Measured only in terms of
value of hardware, if the current growth rate continues, by the
mid-1990's it should be a $2 trillion industry. The number
of people employed in the field, at that time, could exceed
5,000,000. Experience teaches us, that in a fast growing in-
dustry, trained people are hard to come by.

Recently, Computerworld reported the results of a survey
which was sent to DP managers representing all areas of the
country, all sizes of installations, and more than a dozen in-
dustries. Better than 60% of the respondents said that they
were operating below their optimum staffing levels. The major-
ity of the respondents said, additionally, that turnover had a
"troublesome" effect on their overall DP operations.

The most recent turnover rate that I have seen is from 25
to 30%. This is from a group of some 245 companies selected
according to a stratified random procedure and so seems to be
accurate.

The costs of our "people problems", of turnover, are
staggering. Consider the initial period of low productivity
when you bring a new person onto a project, this is compounded
by the effect upon the project of having to divert senior staff
to train the new hire. Thus the low productivity spreads
to more people. The direct costs of actually hiring a person
are high. The staffing costs for a programmer hired at $25,000
(recruitment, selection, initial training) come to about half
the annual salary. These costs, by the way, are quite a bit
higher when we speak of analyst and managerial slots.

We also find that turnover has a multiplying effect within
many organizations. Consider the effects upon the employees
of an organization beset by high turnover - having to "double
up on jobs," tightening up schedules, having vacations cancelled-
in other words, working under added pressure. Will these people
be content to continue in such a situation?
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CAUSES OF TURNOVER

The growth of our industry is rapid and expected to re-
main so; the costs of turnover are great, both in a direct
and indirect sense; it is important that we understand the
major causes of turnover and how to handle each of these
problem areas.

Salary is not as important a consideration as once thought.
Several surveys have found that money is not a prime motivator
in an employees's decision to job-hop. The three major factors
have been found to be; (1) a lack of training, (2) a low degree
of job satisfaction as it relates to career development, and
(3) orgainzational climate as perceived by the programming staff.
This paper will concern itself with the first two of these ‘
factors.

TRAINING

Let's discuss training, or the lack of training, in terms
of it's relationship to turnover. In the survey that reported
the number of DP organizations that were understaffed respon-
dents were also asked what incentives were offered to retain
people. A high percentage of those who reported below staff
operations and difficulty in replacing those people lost to
turnover,did not offer job related training programs.

One of the most common reasons cited at intake interviews
for a programmers desire to switch jobs is a lack of state-of-
the-art training or, just as important, the frustration of
being given training that is neither timely nor appropriate in
light of project assignments.

Employers are sometimes reduced to promising that new
hires will work with on-line systems or will be trained in these
systems. This can prove dangerous in two ways - it can affect
the kinds of applications that get implemented (if the real
need is to completely update an existing batch system, but
people balk at working on the project, it's difficult to get the
job done). On the other hand, if people are trained in a dis-
cipline such as CICS when they won't have any chance to work
with it they become very frustrated. I know of situations where
managers, faced with turnover problems, told their people that
they'd get them CICS training even though there were no plans
to use CICS at those shops for over a year. Well, the people
happily accepted the training, went back to what they now con-
sidered an even more frustrating work environment, and then
happily went off to a position where they could use their newly
acquired skills. Training must be job related.
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Research conducted by Daniel Couger highlights the impor-
tance of effective training for DP professionals. Couger
found that programmers and programmer-analysts have the highest
growth needs of any class of workers surveyed. High growth
need reflects a strong desire for personal accomplishment, for
learning and developing new skills, and for being stimulated
and challenged.

A related survey administered to DP personnel in the New
York City area illustrated the importance of in-house training
as a tool for keeping programmers informed. More than fellow
programmers, book/manuals, college courses, installation
standards, and programming schools, in house training was cited
as the main source of information on skill development and
maintenance.

Current research indicates that DP progessionals strive
constantly to improve their technical abilities. In one study,
programmers were asked to rate 38 items in terms of professional
need. The item identified as most important was the desire to
be trained in a new operating system being planned in their
installation. Items 7 through 10 on the scale were also related
to technical training and were perceived as being more important
than salary increases.

There are, therefore, six major points to keep in mind re-
garding training as a factor in turnover reduction:

° State of the art skills are important to our
population.

° In-house training is the most important means
that programmers have to maintain these skills.

° Training for its own sake is wasteful and can,
in fact, increase turnover. Training must be
timely and appropriate.

°® Training can be used to develop a greater
applications knowledge (and to increase
organization loyalty).

° Training can, through cross training across
sections and shifts, spread managements risk in
case of turnover and offer backup to critical
posts.

° And, last but not least, as Carol Oliver, manager
of information control at Sun Life Services, says
"If you don't train your people, they'll go to
work for someone who will".
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CAREER DEVELOPMENT

A second major factor in turnover reduction - one also
related to the in-house training of DP professionals is job
satisfaction and career development. Employment interviews
frequently find that a major reason for seeking a job change
is the feeling of "Not being able to go anywhere" - of being
in a dead-end slot. Woodruff, found that many DP personnel
feel locked into their present positions with little oppcrtu-
nity for advancement.

on the job, what do DPers want? According to a recent
survey, junior members of DP staffs want challenging work
with new systems that seem important. Senior members want
assurance of career growth ahead, recognition for jobs well
done and smooth relations with user departments. It has been
found that a DP staff's morale can hinge upon these factors.
In fact many managers have found that their staffs tend to
worry more about promotions than salary raises.

This is brought home quite clearly by looking at the
results of a study presented by Daniel Couger at a recent
DPMA session. The five factors he found critical to motivation
are skill variety, task identity, task significance, task
autonomy, and feedback. The variety of skills necessary to
hold a DP job seems to be a point of pride among many pro-
grammers. Most people, as well, have shown a demand to have
jobs clearly defined - this is measured by the need for task
identity. Task importance and task autonomy relate to the
need to understand how one's individual effort contributes to
the success of the organization. Couger again found that the
growth need of DP professionals is very high and that this
need is best met through promotion and the challenge of a .new
position.

As any supervisor who has interviewed propective employees
knows, one of the first questions from a candidate is, "What
is the career path for me in your company?" Some interviewers
stumble along with some fabricated excuse that tries to hide
the fact that the department has no career path. Others pull
out an organizational chart and proudly point to themselves
and imply that it is "normal" to receive promotions to manage-
ment ranks.

A more realistic plan is to show professionals a career .
path based upon title and job responsibility changes. The
path should be defined so that a programmer or analyst can see
a promotion at least every two years - and sooner for the best
performers. If a programming staff has not had significant
title changes in the past two years (other than those caused
by turnover), that department obviously does not have a career
path.
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Career paths for systems and applications programmers
can, and should, contain at least three and preferably four
ladders. These would lead to positions in applications pro-
gramming, systems, management, and marketing.

There are special concerns to be aware of when an
employee elects the management track of the career path.

The technician is concerned with doing things right. He
is solution - oriented, tackles things from a limited scope,
and expects immediate results from his efforts. He is generally
primarily loyal to his profession.

The manager, on the other hand, is concerned with doing
the right things. He has loyalty to the profession and (and
this is a big and) to the corporation. Because he has as his
responsibility a department of professionals, he must direct
their energies to coincide with a broader set of corporate ob-
jectives. This requires an entirely different set of talents
from those of his people. Although it is usually not neces-
sary for him to actually program, you will usually find him
doing just that eventually if you've promoted without guidance
and training.

Some companies have depended upon the general corporate
training department for all management training. In these
companies, technical training is controlled internally by DP,
but management training is the responsibility of personnel.
DP personnel have special characteristics that need carefully
tailored courses.

If the central training department is not responsive to
the special needs, than the DP department needs to consider
conducting its own supervisory training or going to a consult-
ing group that specializes in DP training.

Any career development program involving regularly
scheduled reviews (they should be semi-annual) is going to have
an impact on the training department (and through it on turn-
over) because of the training requirements that should come
from such reviews.

It is important to establish lateral lines of communication
between DP and other groups in the organization. Too often, DP
professionals tend to congregate in their own private world of
bits and bytes. They loose track of the company as a whole.
Frequent guest speakers can solve that problem very quickly.
These briefings should include operators and data entry person-
nel, who usually feel even more isolated.
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To further this end, users should be provided with some
form of "Fundamentals of DP..." training. Such training will
familiarize the user with the DP organization (should include
a tour of the data center) and should also provide the user
with a better sense of his responsibilities in the systems
design process. We have provided this training for certain
companies with excellent results. Users tend to come away with
a much better understanding of the importance of DP and the DP
staff has a better basis for interaction. Such reporting must,
of course, be anonymous - individuals must never be identified
or your credibility will suffer.

SUMMARIZATION

Turnover always effects an organization. It is expensive.
Difficulty in retaining competent personnel is most frequently
encountered in those shops who offer few meaningful incentives.
Lack of education, challenge, and poor data processing manage- ’
ment is enough to discourage the most dedicated of professionals.

Recruiting firms can seduce our people only when we have
let them become ready for such seduction. Maintain a state-of-
the-art training program, provide viable and appropriate career
paths, and the turnover rate will drop. This will show the
cost-effectiveness of in-~-house training.
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Preface

This bulletin presents the results of a Bureau of La-
bor Statistics study of employment of workers in five
computer-related occupations. It includes information
on education and training for computer occupations,
the impact of advancing technology on employment
and education, and projected employment requirements
through the 1980’s. The study was conducted as part
of the Bureau’s program to provide information about
occupations for use in career counseling and education
planning.

The bulletin was prepared in the Division of Occu-

pational Outlook under the direction of Michael Pilot.
Patrick Wash supervised its preparation. H. Philip
Howard and Debra E. Rothstein conducted the re-
search, analyzed the data, and wrote the report. Vidella
H. Hubbard prepared the manuscript. The Bureau is
grateful to the many individuals who provided infor-
mation for the study and who reviewed and commented
on the draft report.

Material in this publication is in the public domain
and may, with appropriate credit, be reproduced with-
out permission.
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Highlights

The use of computers has become widespread in our
society.
¢ The number of computer systems has risen dramatically

in the last decade. In 1980, more than 600,000 computer
systems were in use, compared with only about 100,000

in 1970. The number is expected to continue to increase -

rapidly through the 1980’s.

* At first limited to only a few industry applications,
computers are now used in many industries. New
applications are expected in the years ahead as rapid
access to information becomes increasingly important.

The computer occupations are expected to be the most
rapidly growing in the economy over the next decade.

* Employment in computer occupations is expected to
rise from 1,455,000 in 1980 to 2,140,000 in 1990, an
increase of 47 percent (chart 1). This is nearly three
times as fast as the expected rate of growth for ail
occupations in the economy.

 Systems analysts are expected to increase from 243,000
to 400,000, or by 65 percent.

* Programmers are expected to increase from 341,000 to
500,000, or by 47 percent.

* Computer and peripheral equipment operators are
expected to increase from 522,000 to 850,000, or by 63
percent.

* Keypunch operators are expected to decline from
266,000 to 230,000, a decrease of 14 percent.

¢ Computer service technicians are expected to increase
from 83,000 to 160,000, or by 93 percent.

The increasing sophistication and complexity of com-
puter operations will require workers with more and better
training.

e Education and training for computer occupations have
not kept up with needs.

o If future needs for trained computer personnel are to
be met, major improvements are required in at least
two areas— attracting qualified teachers and
standardizing program content.

¢ Despite current shortcomings in education and training,
improvements have been made. The number of
computer degree programs is increasing rapidly, and
there is a strong trend toward infusing computer
training into curricula besides computer science.

Advances in all major areas of computer technology will
supply the user with more computer capability per invest-
ment dollar.

e Hardware—Advances in microprocessor technology
have stimuiated the development of smaller, more
efficient, and less costly computer equipment. Newer
hardware is expected to have a significant impact on
computer employment.

* Software—The  development of  easier-to-use
programming languages and packaged programs is
expected to continue. These developments, along with
the trend toward incorporating systems programming
functions into hardware, will permit more direct
interaction between the user and the computer, and in
some cases may simplify programmer job duties.

* Applications—The number of applications made
practical by hardware and software advances will make
the computer accessible to more users. This increased
use due to new applications will be the most significant
factor causing rapid growth in computer employment
over the next decade.



Chart 1. Employment in computer occupations, 1970, 1980,
and projected 1990
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Chapter 1. Employment

This study discusses employment in five computer
occupations: Systems analysts, programmers, computer
and peripheral equipment operators, keypunch opera-
tors, and computer service technicians.’ Although a
wide variety of other workers, from engineers to sales
clerks, routinely use the computer in their daily tasks,
this report focuses only. on those occupations whose
very existence depends on computers. Table 1 presents
a brief description of the major job duties for each of
the occupations studied.

In 1980, 1,455,000 persons worked in computer oc-
cupations. Two out of five worked with computer soft-
ware, either in systems analysis or programming. Near-
ly 1 in 5 entered data as a keypunch operator while 1
in 20 maintained and repaired computer hardware. By
far the largest single occupation was computer and pe-
ripheral equipment operator, which accounted for more
than 1 of every 3 computer workers in 1980 (table 2).

Geographic distribution

Employment in computer occupations is concentra-
ted in the major urban centers where the majority of
companies owning general-purpose computer systems
are located. The 25 metropolitan areas with the largest
concentrations of general-purpose computers accounted
for about 56 percent of the total value of these systems
in 1978, and the top 100 metropolitan areas constituted
84 percent of this total.

However, as the use of minicomputers increases and
as distributed data processing (DDP) networks become
more widespread, computer systems will become less
concentrated. This trend is expected to result in in-
creased opportunities for computer employment outside
metropolitan areas.

'Fifty-five different occupational titles, shown in appendix C, were
subsumed by the Bureau of the Census in the 1970 Census and in the
Current Population Survey from 1971 to 1980 under six occupation-
al categories: Computer programmer, computer systems analyst, com-
puter specialist not elsewhere classified, computer and peripheral
equipment operator, keypunch operator, and data processing machine
repairer. The BLS 1970 industry-occupational matrix paralleled the
Census classifications. This study, however, combines two of these
classifications, systems analyst and computer specialist not elsewhere
classified. because of the similiarity of the work. This study also uses
the term “computer service technician” in place of the Census title
“data processing machine repairer” in order to better reflect the job
duties these workers perform.

Industries of concentration

Although computer workers are found throughout
the economy, 8 of every 10 are in four major industry
divisions (chart 2)." In 1978, the greatest concentration,
about 30 percent, was in the services division—primar-
ily in computer programming services, colleges and _
universities, and accounting and auditing services. The
second largest concentration, about 28 percent, was in
manufacturing, predominantly in firms manufacturing
durable goods. About 13 percent of all computer work-
ers were in finance, insurance, and real estate, the great
majority of whom worked in banks and insurance com-
panies—organizations that have become heavily com-
puterized in order to handle the large volume of trans-
actions. Another 12 percent of all persons in computer
occupations worked in wholesale and retail trade es-
tablishments. Most of these were concentrated in whole-
sale trade, where firms generally are large and where
computers have been used for years for inventory and
distribution functions.

The remaining five major industry divisions ac-
counted for less than 20 percent of computer employ-
ment in 1978. Transportation, communications, public
utilities, and government employed most of these work-
ers; only 2 percent of all computer workers were found
in mining, construction, or agriculture, forestry, and
fisheries.

Industry trends, 1970-78

Employment of computer workers increased dramat-
ically over the 1970-78 period, about two and one-half
times as fast as the rate of growth of employment for
the economy as a whoie (chart 3). Computer employ-
ment grew rapidly in all industries, even in those that
experienced little or no overall employment growth in
the 1970’s. In manufacturing, for example, total employ-
ment rose only 5 percent between 1970 and 1978, but
computer employment rose 34 percent.

The growth of computer occupations is unlike the
usual pattern of occupational growth whereby employ-
ment increases as a result of growth in the industries in
which the occupations are concentrated. Employment
of secretaries, for example, has grown rapidly in recent
years, due in large part to the rapid growth of the

*Data on the industry division of computer workers are based on
the 1978 industry-occupational matrix, the most current matrix avail-
able when this study was prepared.



Table 1. Description of duties of computer workers

Qccupation

Duties

Systemsanalysts . . ...........

Computer programmers . . . . .. . . .

Computer and peripheral equipment

operators. . . ...

Keypunch operators .

P R )

Computer service technicians . . . . . .

Analyze business, scientific, and engineering problems for application to
electronic data processing systems. These workers are classified according to
their specialty. In business, they analyze business procedures and problems
such as development of integrated production, inventory control, and cost
analysis systems, to refine data and convert them to programmable form for
electronic data processing. /n scientific and technical areas, they perform
logical analyses of scientific, engineering, and other technical problems, and
formulate mathematical models of these problems for computer solution.
Systems engineers analyze electronic data processing projects to determine
equipment requirements. After determining equipment requirements, they
may pian the layout and implementation of computer systems to achieve
efficient operation.

Convert business, scientific, and engineering problems to logical flow charts
for coding into computer language. These workers are classified according to
their speciaity. They analyze all or part of a workflow chart or diagram to
develop a sequence of program steps. To do this, programmers must apply
their knowledge of computer capabilities, subject matter, mathematics, and
symbolic logic. They then convert the steps to language that can be processed
by the computer.

Computer (console) operators monitor and operate the control consoie of

a computer to process data according to operating instructions. They set
control switches on the equipment, select and load the input and output
units with materials—such as tapes and printout forms—and then clear the
system and start the equipment. During the run, they observe the machines
and control panel for error signals. Peripheral equipment operators operate
on-line or off-line peripheral machines, according to instructions, to transfer
data from one form to another, print output, and read data into and out of
the computer.

Operate alphabetic and numeric keypunch machines to transcribe data from

source material onto punchcards, paper or magnetic tape, or cards.

Install, repair, and periodically service computer equipment, following blue-
prints and manufacturers’ specifications. These workers test faulty equipment
and apply their knowledge of electronics to diagnose defects. They replace

or repair defective components. On occasion, they consult with customers
when planning the layout for installation or in diagnosing system malifunctions.

Source: Bureau of Labor Statistics.

Table 2. Employment in computer occupastions, 1970-80

Comqu ter and Computer
Year Total Svstems Programmers par '.°h‘"‘ Keypunch service
analysts squipment operators technicians
operators
1970 . . . .. .. 676,037 93,200 161,337 117,222 272,570 31,708
197219 . . . .. .. 709,000 75,000 158,000 156,000 290,000 30,000
972 . . ... .. 798,000 88,000 186,000 196,000 283,000 45,000
1973 . . . . . .. 803,000 100,000 187,000 216,000 253,000 47,000
1974 . . . . ... 867,000 113,000 199,000 246,000 249,000 50,000
1978 . ... ... 965,000 140,000 223,000 495,000 250,000 §7,000
1976 . . ... .. 1,000,000 188,000 229,000 287,000 276,000 50,000
1977 . ... .. 1,003,000 150,000 221,000 302,000 280,000 50,000
1978 . . . . 1,188,000 182,000 247,000 393,000 273,000 63,000
1979 . . ... .. 1,352,000 213,000 321,000 453,000 274,000 91,000
1980 . . ... .. 1,485,000 243,000 341,000 §22,000 286,000 83,000

SOURCE: Buresu of Labor Statistics.



Chart 2. Employment of computer workers by industry

division, 1970 and 1978
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Chart 3. Percent change in employment of computer workers

and all workers by industry division, 1970-78
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finance, insurance, and real estate sector and the ser-
vices sector, which together employ almost one-half of
all secretaries. As output of firms in these sectors ex-
panded, more secretaries were needed to handle the
greater number of support functions. Employment of
computer workers, however, reflects an industry’s
capital expenditures for technology as employers install
computers to increase efficiency and productivity,
whether or not their output is expanding.

Not all industry sectors have computerized their op-
erations at the same pace. These investment decisions
are based on price and the adaptability of computer
hardware and software to the needs of potential users.
Prior to 1970, computers were generally limited to or-
ganizations whose size would justify the cost of a cen-
tral mainframe. Many manufacturing firms, banks and
insurance companies, wholesalers and large retailers,
and colleges and universities maintained their own com-
puter for batch processing of personnel records, pay-
roll, inventory, and records of student enrollment, to
list just a few standard applications. In addition, proc-
ess control computers were applied to industrial proc-
esses that already had a high degree of control, such as
steelmaking, petroleum refining, chemical production,
and electric power generation. Organizations that could
not afford to operate their own computer systems con-
tracted with computer services firms to meet their data
processing needs. Many others stayed completely out
of the computer market.

Technological advances during the 1970’s presented
potential users with an array of more efficient and more
flexible hardware and software at steadily falling prices
that made it cost effective for a growing number of or-
ganizations to install a computer. More affordable main-
frames, highly efficient minicomputers, small business
computers, and a greater variety of software packages

all contributed to the explosion in computer employ-

ment during the 1970’s.

As previously noted, employment of computer work-
ers in manufacturing firms grew almost seven times as
fast as overall industry employment as smaller manu-
facturers installed less expensive mainframes and many
others adapted computers directly to the production
process. One technique that developed over the period
was the utilization of minicomputers in distributed data
processing networks throughout a plant to enable work-
ers to better control operations such as the flow of raw
materials and the precision measurement of manufac-
tured items.

Computer employment in the services sector grew
almost three times as fast as total industry employment
as computer equipment became more affordable. Em-
ployment of computer workers grew rapidly in the
types of establishments that already were computerized
by the beginning of the decade—colleges and universi-
ties as well as firms providing accounting, auditing, and

computer programming services. Even more rapid em-
ployment growth occurred in hospitals and other health
services and in miscellaneous business services. Com-
puter employment in health services increased as more
flexible computer systems were increasingly adapted to
medical diagnosis and patient care. Firms providing
business management services, those doing commercial
research and development, and private employment
agencies were three of the more significant sources of
growth in computer employment during the 1970’s.
These and other types of relatively small service firms
were able to successfully incorporate small business
computers into their operation.

Computer employment in wholesale and retail trade
grew more than twice as fast as total industry employ-
ment as wholesalers instailed distributed data process-
ing networks to give themselves better control over
their inventory and distribution functions. Employment
in retail firms increased even faster as single-store op-
erations installed a small business computer to handle
their inventory and other business records and retail
chains installed point-of-sale terminals linked to a cen-
tral computer. Finance, insurance, and real estate expe-
rienced relatively moderate gains in computer employ-
ment between 1970 and 1978. This reflected the rela-
tively slow growth of the insurance industry, which
accounts for about one-third of total employment in
this industry division, and the fact that operations in
the insurance industry already had been largely com-
puterized prior to 1970. This left only modest gains to
be made in the 1970’s.

Computer empiloyment in government grew more
than twice as fast as total government employment
throughout the 1970’s. This reflected the slower than
average growth in government during this period, and
the increasing use of computers to manage the enor-
mous amount of récordkeeping that government pro-
grams require. Growth of computer occupations was
strongest in State and local governments, where gov-
ernment employment growth was concentrated.

The smallest increase in computer employment oc-
curred in transportation, communications, and public
utilities. These are large, centralized industries that
could afford the larger, more expensive computer sys-
tems available prior to 1970. It should be noted, how-
ever, that even this relatively modest increase exceed-
ed the average growth rate for all occupations.

Computer employment in agriculture, forestry, and
fisheries; mining; and construction combined increased
faster than in any other sectors as the relatively small
firms in these industries made substantial use of small-
er, less expensive computer systems.

Occupational trends, 1970-80
Employment of computer workers more than dou-
bied between 1970 and 1980, growing from 676,000 in



Chart 4. Percent change in employment of computer workers
by occupation, 1970-80
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Chart 5. Distribution of computer workers by occupation,
1970 and 1980
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1970 to 1,455,000 in 1980. This was nearly five times
the average rate of growth for all occupations in the
economy.

Technological advances and changes in methods of
operation have resulted in vastly different rates of
growth among the individual computer occupations
(chart 4). All of the computer occupations except key-
punch operators grew much faster than the average for
all occupations. Programmer employment, for example,
increased by about 111 percent, and employment of
systems analysts increased by 161 percent, as industries
in all sectors sought to develop and refine software for
an increasing number of applications. Decreasing hard-
ware costs and the resultant rise in the amount of com-
puter equipment in use contributed to a 162-percent in-
crease in the number of computer service technicians.
The largest increase, however, was for computer and
peripheral equipment operators, whose employment
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grew three and one-half times in response to the rapid
increase in the number of computer systems in use. Em-
ployment of keypunch operators declined 2 percent as
more efficient forms of data entry were developed.

The differing rates of growth experienced by the in-
dividual computer occupations signficantly changed the
distribution of computer employment by 1980 (chart 5).
Keypunch operator, for example, was the largest com-
puter occupation in 1970, with about two-fifths of total
computer employment. As technological innovations
made their functions less important, their proportion of
employment fell to less than one-fifth in 1980. By con-
trast, computer and peripheral equipment operators—
who constituted less than one-fifth of computer em-
ployment in 1970—grew to become the largest of these
occupations in 1980, representing over one-third of all
computer personnel.



Chapter 2. Education
and Training

Current requirements

Educational requirements for computer workers
range from high school to a college degree and beyond.
The most professional computer work, which involves
systems design and analysis and systems programming,
generally is done by persons having 4 years or more of
college training. The middle range of computer work,
involving scientific and complex business applications
programming as well as equipment maintenance, is
typically performed by those with training from a 2- or
4-year college or from a program operated by a com-
puter vendor. The work requiring the least formal ed-
ucation involves basic applications programming, equip-
ment operation, and keying functions. This work is usu-
ally carried out by high school graduates, many of
whom have received some formal training from a pub-
lic or private school or on-the-job training from a com-
puter manufacturer or other source.

Regardless of educational level, however, the most
desirable qualifications for programming and systems
personnel are a background in computer science and
data-processing-related subjects and a knowledge of the
business the computer operation is serving. Education-
al requirements for the individual computer occupations
are as follows:

Systems analysts. A bachelor’s degree—including
courses in computer science—generally is the minimum
educational requirement. However, the type of degree
employers prefer depends on the type of work done in
the organization. For a job with a bank, insurance com-
pany, or business firm, a college degree in accounting,
business, economics, or information systems is appro-
priate. For work in a scientific or technical organiza-
tion, applicants need a degree in the physical sciences,
mathematics, engineering, or computer science. In ad-
dition to the bachelor’s degree in a suitable field, some
employers prefer applicants to have related work
experience.

Some employers require systems analysts to have a
graduate degree. A growing number of employers seek
applicants who have a degree in computer science or
information systems. Regardless of college major, most
employers look for people who are familiar with pro-
gramming languages. Courses in computer concepts,
systems analysis, and data base management systems of-
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fer good preparation for a job in this field.

In addition, most employers prefer applicants who
have some experience in computer programming. Be-
cause of the importance of programming experience,
many who begin as programmers are promoted to an-
alyst trainees. Employers, computer manufacturers, and
colleges and universities offer formal training in sys-
tems analysis.

Because technological advances occur so rapidly in
the computer field, continuous study is required to keep
skills up to date. Usually employers and ‘“‘software”
vendors offer 1- and 2-week courses. Additional train-
ing may come from professional development seminars
offered by professional computing societies.

An indication of experience and professional compe-
tence is the Certificate in Data Processing (CDP), con-
ferred by the Institute for Certification of Computer
Professionals upon candidates who have compieted §
years’ experience and passed a S-part examination.

Programmers. There are no universal training require-
ments for programmers because employers’ needs vary.
Most programmers are college graduates; others have
taken courses in programming to supplement their ex-
perience. Firms that use computers for scientific or en-
gineering applications usually require programmers to
have a bachelor’s degree with a major in computer sci-
ence and a minor in a physical science. Some of these
jobs require a graduate degree. Although some employ-
ers who use computers for business applications do not
require a college degree, they prefer applicants who
have had courses in data processing, accounting, and
business administration.

Public and private vocational schools, community
and junior colleges, and universities teach computer
programming and data processing. Instruction ranges
from introductory courses to advanced courses at the
graduate level. High schools in many parts of the coun-
try also offer courses in computer programming.

An indication of experience and professional compe-
tence at the senior programmer level is the Certificate
in Computer Programming (CCP), conferred by the In-
stitute for Certification of Computer Professionals upon
candidates who have passed a 5-part examination.

Computer service technicians. Employers usually re-



quire applicants to have 1 to 2 years of post-high school
training in basic electronics or electrical engineering
from a computer school, technical institute, junior col-
lege, or 4-year college. A few technicians are trained
through apprenticeship programs. Electronics training
in the Armed Forces also is excellent preparation. Gen-
erally, 6 months to 2 years of on-the-job experience are
required before newly hired technicians are considered
competent to work independently on more complex
systems. High school courses in mathematics, chemis-
try, and physics are considered good preparation. Com-
munication skills also are important.

Computer operating personnel. High school graduation
is the minimum educational requirement for computer
operating jobs such as keypunch operator, auxiliary
equipment operator, and console operator. Many em-
ployers prefer console operators who have some com-
munity or junior college education. Beginners usually
are trained on the job; the length of training varies.
Auxiliary equipment operators can learn their jobs in a
few weeks, but console operators require several months
of training before they are sufficiently familiar with the
equipment to be able to trace the causes of breakdowns.

Formal computer training is desirable because most
employers look for applicants who already are skilled
in operating data entry equipment or computer con-
soles. High schools, vocational schools, computer and
business schools, and community and junior colleges
offer this type of computer training. Computer vendors
also offer structured training programs for many of
these workers.

Post-employment training

With the rapid changes in computer equipment and
technology, there is a great need for continuing educa-
tion programs for computer personnel. The extent of
job-related supplementary training varies widely. Some
employers have regularly scheduled, in-depth training
programs in areas such as computer languages or data
processing operations. Others provide this type of train-
ing only when changes are made in computer proce-
dures or equipment. Many companies also maintain a
tuition refund plan or pay for employee attendance at
professional seminars. Regardless of the type or length
of training, it is usuaily paid for by the employer.

The most common types of supplementary training
include computer vendors’ course offerings, in-house
training programs, on-the-job training, professional sem-
inars, and reimbursement for college, correspondence,
and vocational school courses. The length of post-em-
ployment training ranges from a few hours to more
than ! year, but training usuaily is completed in 1 to
12 weeks—with the higher level computer jobs gener-
ally requiring the more lengthy training.

Among computer occupations, systems analysts most
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frequently take computer science courses as well as sys-
tems, programming, and management training. Pro-
grammers usually train in programming languages and
techniques and, to a lesser extent, in systems analysis
and design. Training for computer service technicians
often involves computer electronics and related courses.
Console, peripherai equipment, and keypunch opera-
tors train in data preparation, production control, com-
puter equipment operation techniques and, occasional-
ly, programming.

Current status of education and training

As described in the previous sections, various types
of computer education and training currently are avail-
able. Because of the relative newness of the computer
occupations and the shortage of skilled computer work-
ers, however, some problems exist in training comput-
er personnel.

One major problem that has persisted from the be-
ginning of the computer era is a shortage of qualified
teachers in this field. Educational institutions find it
very difficult to keep their experienced teachers or to
attract qualified teachers because salaries and research
facilities often are not comparable with those offered
by private industry. Many institutions are unable to of-
fer more computer science courses because there are
not enough instructors.

As a result of the shortage of qualified teachers and
programs, the number of people receiving college de-
grees in computer science, although rising rapidly, is
falling short of employers’ needs. Graduates of pro-
grams in computer science are only filling 1 out of 4
jobs at the bachelor’s level, 1 out of 10 jobs at the mas-
ter’s level, and 1 out of 4 jobs at the doctorate level.’

Due to the unique nature of the computer field—
technological advances and applications are increasing
at a very rapid rate—educational institutions find it dif-
ficult to design and implement courses that disseminate
the latest developments in a timely manner. Thus, the
subject matter in similar course offerings from different
schools is not always consistent.

Despite the shortcomings of computer education and
training in its current form, a number of positive devel-
opments have occurred in the past few years.

One development in computer education is the trend
toward infusing computer training at the college and
university level into other curricula besides computer
science. For example, most schools now offer comput-
er courses in their business and engineering programs.
Furthermore, one college administrator has estimated
that 1 out of 3 undergraduates and 1 out of 2 graduates
now use a computer in their coursework.

In order to make programs more relevant and to

}John W. Hamblen, Computer Manpower—Supply and Demand—
by States, 1981 (Information Systems Consultants).



encourage consistency among computer curricula, the
Association for Computing Machinery has issued revis-
ed recommendations for computer education programs.
These guidelines include detailed course descriptions as
well as recommendations on program organization and
implementation. ‘

Steps also have been taken by colleges and universi-
ties to meet the needs of those already in the labor
force. Many schools now offer night courses in com-
puter science, most of which are tailored to meet spe-
cific job requirements.

Computer vendors and others have refined their
“canned” learning programs to meet employers’ needs.
These courses now cover a variety of computer con-
cepts and practical applications. The programs, which
utilize a number of learning techniques, are especially
useful for occupations with high turnover because they
are self-paced and relatively inexpensive.

As the computer becomes more prevalent in all as-
pects of our economy, it is increasingly important for
people to become familiar with this tool. Towards this
end, a growing number of high schoois are offering
computer education courses. These provide the student
with some programming knowledge as well as an un-
derstanding of the logic of computing, and are excel-
lent preparation for use of the computer in any career.

In summary, educating and training enough comput-
er personnel to meet employer’s needs still present a
number of problems. The relative newness of the field,
its rapidly changing technology, and the inability of
educational institutions to compete for skilled teachers
have all been contributing factors to the shortage of
qualified computer workers in computer occupations.
For a better understanding of the current situation, a
brief look at the evolution of computer education and
training is provided beiow.

Evolution of education and training

The dramatic rise in computer use during the 1950’s
outstripped the availability of personnel with data proc-
essing skills. As opportunities in the computer field ex-

panded rapidly and the demand for skilled computer
workers increased, many people sought training in this
field. But schools were not yet providing courses in
data processing. The educational system, of course, re-
quired a certain amount of time to develop programs
to meet the specific needs of employers. Additionally,
the implementation of educational programs was de-
layed by two factors. First, computers were needed to
provide practical experience for the student, and this
equipment was prohibitively expensive during the
1950’s. Secondly, the relatively few people who were
qualified to teach at that time coduld earn considerably
more money in the business world.

As equipment costs gradually declined and as more
instructors became available through the 1950’s and
1960’s, a growing number of public and private col-
leges, universities, and vocational schools began to in-
clude data processing in their curriculums. Neverthe-
less, the number of graduates with specific training for
computer jobs continued to fall further behind the ra-
pidly growing demand. To fill this widening gap, a
large number of private vocational schools were estab-
lished that offered computer training. Some of these
schools, however, were criticized for providing poorly
qualified teachers, limited subject matter, and obsolete
computing equipment.

Thus, the major sources of training in the 1950’s and
1960’s became the computer manufacturers. Many per-
sons trained in this way acquired only limited skills be-
cause their training usually 'focused on the operating
procedures for their company’s computer system. Em-
ployees trained in this manner, therefore, found it dif-
ficuit to transfer or advance to jobs requiring knowi-
edge of different types of computers and related
equipment.

Computer manufacturers continued to provide train-
ing as part of the overall computer sales package until
the early 1970°s. As a result of antitrust settlements,
manufacturers thereafter considered training a separate
service that required a separate charge. Thus, the grow-
ing awareness of computer education costs led many

Table 3. Enlisted strength in Department of Defense computsr specisitiss, 1971-79

Total, ADP AOP support
Year computer repairers and
speciaities administration?
R T - 2 1 31,780 9,168 22,612
TO972 « v v et e e e e e 29,591 8,516 21,078
L T ¥ 2< T S 28,326 8,625 19,801
1978 . - o i o e e e e s 26,736 7,860 18,876
LY ¥ - T 26,238 8,184 18,084
L Y- ¥ Z- 2 22,843 7,683 15,160
LT - & 22 20,760 7.284 13,476
L X ¥ - S 20,433 7,383 13,080
1979 + . o i e e e e e e e 20,509 7.419 13,090
] d p op s y p and electric SOURCE: U.S. Department of Defense, Defense Man-
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computer users to look for and closely avaluate alter-
native training methods in order to get the most for
their computer education dollar.

One alternative for computer users was to train their
own computer personnel. These “in-house” training
programs generally took place at the user’s site and
were tailored to meet the specific needs of the compa-
ny’s computer operations. The programs were usually
administered by company personnel or an educational
services firm, and included instructional toois such as
videotapes, cassettes, and self-paced computer manuals.

Another source of training for computer personnel
was the Armed Forces. Although occupation-specific
data are not available for years prior to 1971, the Armed
Forces are believed to have been a major source of
computer training during the 1950's and 1960’s. As may
be seen in table 3, however, the number of military per-
sonnel in computer-related job speciaities declined
sharply over the 1970’s.

Computer education and training continued to evolve
throughout the decade. In addition to the growing num-
ber of in-house training programs, the number of for-
mal degree programs offered by colleges and universi-
ties increased dramatically in response to rising student
interest and to requests from employers for graduates

with a higher level of specific computer skills. The
number of computer and information science programs
offered at every degree level more than doubled over
the period 1966-67 to 1978-79 (chart 6). Bachelor’s de-
gree programs experienced the most spectacular
growth—554 percent. Associate degree programs in the
computer fields grew 225 percent for the period.
Growth in master’s and Ph.D. programs was not as
rapid as at the undergraduate levels—reflecting the
strong demand for computer workers and the rising
wages—but the number of programs still increased 162
percent and 117 percent, respectively.

Along with the growth in degree programs, the num-
ber of persons receiving degrees in the computer sci-
ences also increased sharply. From 1970-71 t6 1977-78,
the total number of bachelor’s, master’s, and doctoral
degrees in these fields grew from 4,104 to 12,060—a
194-percent increase (chart 7). Historical data by de-
gree level for six computer curricula are presented in
table 4.

The number of associate degrees awarded in data
processing technologies fluctuated considerably in the
1970’s (table 5). The number of associate degrees in all
data processing technologies fell over the first half of
the decade, then increased steadily over the remainder

Table 4. Number of college dou'rus confarred in the computer sciences by degree level and curriculum, 1970-71 through 1978-79

Total, Computer Computer and
computer and information |n.formnion Data Computer Systems information
Degres level and year information sciences, su:m;ea and procaessing programming analysis sciences,
sciences generai ystems other
Bachelor's:
1970-71 .. ... .. 2,388 1,624 177 409 32 88 58
1971-72 .. .. ... 3,402 2,451 268 504 8 72 99
1972-73 . . .. ... 4,304 3,278 234 566 14 97 118
197374 . . . .. .. 4,756 3,761 338 539 15 s4 49
1974.75 . . . . ... §,033 4,127 308 410 S 138 45
1975-76 . . . .. .. 5,662 4,530 493 483 3 89 54
1976-77 . ... ... 6,407 5,229 5583 465 20 108 35
1877-78 . . . .. .. 7.201 5,840 742 395 24 61 39
1978-79 . ... ... 8,769 7.350 840 442 56 48 33
Master's:
1970-71 . . ... .. 1,588 1,131 143 1nm 5 88 50
197172 ... .. .. 1,977 1,572 142 131 7 110 15
1972-73 .. ... .. 2,113 1,627 115 144 [¢] 153 74
197374 . . ... .. 2,276 1,801 198 113 8 124 32
197476 . . . . ... 2,299 1,921 147 114 Q 79 38
1975-76 .. .. ... 2,603 2,349 166 1 (] 87 o]
1976-77 .. .. ... 2,798 2,580 149 6 o] 60 3
1977-78 . . ... .. 3,038 2,713 234 53 Q 30 8
1978-79 . ... ... 3,055 2,773 183 61 [¢] 23 25
Doctorate:
1970-71 . . ... .. 128 110 11 ] ] 6 1
197172 . .. .. .. 167 1456 16 (] o] 6 o]
1972-73 . . .. ... 196 165 17 s} [s] 4] 14
1973-74 . . .. ... 198 178 13 0 [o] ] 7
1974-75 . . .. ... 213 196 17 o] o} ] (o]
1975-76 .. ... .. 244 221 20 o] ] 3 ]
1976-77 . .. .. .. 216 195 20 o] (] 1 [o]
1977-78 . . .. ... 196 183 13 (o] 0 4] o]
1978-79 . ... ... 236 227 9 (o] ] [s] ]

SOURCE: U.S. Department of Education, National Canter for Education Statistics.

14



of the decade. Only two courses, computer program-
ming and data processing equipment maintenance, reg-
istered any net growth over this period. This reflects
the higher training requirements for programmer train-
ees and computer service technician trainees—some for-
mal training generaily is required—than for console and
peripheral equipmemt operators, keypunch operators,
and related workers. The decline in the number of de-
grees in these latter areas reflects the ability of many
jobseekers to take entry level positions without any for-
mal training. Some of those who chose to take formal
training may have opted for public or private vocation-
al programs that generally can be completed in less time

than an associate degree and at a lower cost.

Public and private vocational schools provide anoth-
er source of training. Because historical data are not
available, it is difficult to determine whether vocation-
al schools are growing in importance as a source of
trained computer workers. Nevertheless, over 235,000
students were enrolled in these schools in 1978, with 9
of 10 enrolled in public vocational education programs
(table 6). The number of persons —58,000-—~who com-
pleted these programs in 1978 was about 6 times the
number of associate degrees awarded that year, great-
ly expanding the pool of jobseekers with at least some
formal training.

Table 5. Associste degrees conferred in data procsssing technologies, 1971-72 through 1978-79

c HEGIS Associate degrees awarded
urriculum code? -
1971-72 | 1972-73 | 1973-74 | 1974.78 | 1975-76 | 1976-77 | 1977-78 | 1978-79
Total, data processing technologies. . 5100 8,971 7,640 6,998 6,821 7,176 7.993 9,339 10,833
Datas processing technoiogy, general . . . . . . . 5101 5,669 4,584 4,360 3,921 3,981 4,671 5,095 5,974
Keypunch operstor and other input
preparstion technofogy. . . . . . . ... . 5102 402 327 133 237 202 131 264 230
Computer programmer technaology . . . . . . . . 5103 2,198 2,118 2,018 2,199 2,547 2,618 3,368 3,797
Computer operator and peripherai
equipment operation technology . . . . . . . 5104 431 249 208 240 229 304 263 475
Dasta processing equipment maintenance
teChNOIOgY. . . . v v . vt e e e e 5108 104 103 226 179 188 241 319 299
Other. . . . . . o ittt it it s ee e 5199 167 259 56 54 21 28 30 88

’Hems codes are from the Higher Education General informa-
tion Survey; see A Taxonomy of Instructional Programs in Higher
Education (U.S. Department of Heaith, Education, and Waeifare,
1970).

SOURCE: U.S. Department of Education, Nationai Center for
Education Statistics.

Table 6. Total enroliments and completions in public and private vocational programs, 1977-78

0.E. instructional code and title

Public vocationai

Private vocstionsi

educsation education
Enroliments | Completions |Enroliments|Completions
TOAN . . . e e 218,160 45,599 18,737 12,188
14.0201 Computer and console operstor . . 50,666 11,519 785 627
14.0202 Keypunch operator. . . . . . . . . . - - 7,674 5,171
14.0203 Computer programmer . . . . . . . 83,479 11,166 6,913 4,776
14.0299 Other business data processing . . . 84,018 22918 3,365 1,614

SOURCE: U.S. Depsrtment of Education, National Center for Education Statistics.
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Chapter 3. Projected
Employment Requirements

Even after the spectacular gains registered in the
1970’s, overall employment in the computer occupa-
tions is expected to increase by nearly one-half from
1980 to 1990 (chart B).

Technological factors atfecting growth

Rapid technological progress is expected to continue
over the next decade—affecting the types of comput-
ers available, computer applications, and the size and
composition of computer occupations. New technolog-
ies that will affect employment can be divided into three
major areas: Hardware (computer mainframe and pe-
ripheral equipment), software (computer programs and
languages), and applications. These areas are all inter-
related; advances in any one area generally have major
implications for the others. The development of more
efficient hardware, for example, can generate a whole
spectrum of new applications. Elements in each of these
three areas that are expected to have a significant im-
pact on employment in the computer field are discussed
in the following sections.

Hardware. Recent advances in semiconductor tech-
nology have spurred the development of computer com-
ponents that are smaller in size but have greater mem-
ory and more available functions. In addition, prices
have declined to the point where hardware costs are
less than computer personnel costs in most data proc-
essing department budgets. These technological ad-
vances have led to new types of computer hardware as
well as major improvements to existing hardware. Three
major technologies that are expected to have a signifi-
cant impact on computer employment are discussed in
this section: Computer terminals, optical character rec-
ognition equipment, and minicomputers.

Improvements in the efficiency of computer termi-
nals have resulted in a rising utilization of this type of
equipment. The number of installed terminals is expect-
ed to increase from just over 2 million at the end of
1978 to almost 5 million by the end of 1983.* Terminals
can be applied to many present computer systems, im-
proving present applications or making possible new
applications involving the transfer of data from one lo-
cation to another for processing.

4 International Data Corporation, Special Report: Computer Industry
Review and Forecast 1974-1983 (Waltham, Mass.).
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Among the computer occupations, increased termi-
nal use will have its greatest impact on keypunch op-
erators. Fewer of these workers will be needed, as data
entry operations continue to move from card punch to
more efficient on-line data entry systems. Airlines, for
example, routinely use terminals at their ticket sales lo-
cations that are linked by data communications systems
to a central computer. Data are entered directly into
the central computer by reservation and ticket agents
instead of keypunch operators who traditionally have
worked at the central computer site. This example il-
lustrates another important facet of computer terminal
usage—terminals are expected to have a greater impact
on noncomputer occupations than on computer occu-
pations. As new applications are developed for termi-
nals, more and more workers in noncomputer jobs will
have to adapt to using terminals. Bank tellers and loan
officers, for example, increasingly will operate termi-
nals connected to the bank’s central data base, and
newspaper reporters and editors will use terminals in
their work as well.

Optical character recognition equipment (OCR) pro-
vides another form of computer data entry. OCR equip-
ment “reads” printed information in various forms and
translates that information into computer input form.
These machines can enter data into a computer system
at a very high speed. This equipment, however, was
slow in gaining acceptance due to its high cost and the
limited number of typefaces it could recognize. Recent
advances in microprocessor technology have reduced
the cost of this equipment. Additionally, OCR equip-
ment gained greater acceptance in the marketplace with
the introduction of hand-held scanners, which have ex-
posed more users to the accuracy and ease of use of
this data entry technique.

Although applications for this equipment are still
somewhat limited, an expanded product line that now
includes three types of OCR equipment has contribu-
ted to the development and acceptance of a growing
number of new applications. Each type of equipment,
of course, has applications for which it is best suited.

* Page readers can identify characters at various locations
on a sheet of paper. Page readers originally were used
in the printing and publishing industries, but applications
now have been developed for other businesses, such as
insurance, where forms are sent in for processing to a
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central location from points all over the country.

® Document readers can recognize a few lines of
information on a single pass. The major application of
document readers is for billing purposes. Major users
include credit card companies and public utilities.

* Hand-held scanners, which are mainly used in
department stores in conjunction with point-of-sale
terminals, are passed over an item manually to pick up
pricing and inventory information. Other users include
libraries, where these scanners are used to check out
books, and businesses, for inventory and production
control.

Although not technically considered OCR equip-
ment, other forms of character recognition equipment
have gained increased acceptance in recent years.

* Bar code readers recognize printed vertical bars of
varied sizes. This equipment is mainly used in grocery
stores to read the Universal Product Code.

* Optical mark readers (OMR) detect the presence or
absence of marks at specific locations on a document.
Their most common application is in educational
testing. Utilities also use this technique for reading
meters.

® Magnetic ink character recognition equipment (MICR)
senses characters printed in a magnetic ink. The best
example is found in banks, which use MICR for check

clearing.

In general, the widespread use of these character rec-
ognition technologies will not have a major effect on
the overall empioyment of computer workers. The im-
pact on keypunch operators, however, almost certain-
ly will be negative as these data entry techniques in-
creasingly replace card punching.

Minicomputers {(minis) are yet another rapidly grow-
ing technology in the computer field. The value of
minicomputer shipments by U.S. manufacturers is ex-
pected to more than triple between 1978 and 1983—in-
creasing from $3.1 billion to $10.3 billion (chart 9).
These machines, once defined as inexpensive, single-
purpose computers, now encompass a wide range of
capabilities and functions.

Small businesses—relative newcomers to the comput-
er market—will increasingly use minicomputers as hard-
ware costs continue to decline and more applications
are developed. Small businesses use minis for general
applications such as personnel administration, invento-
ry control, payroll, and general business planning, as
well as for industry-specific applications such as op-
timizing fertilizer and other crop input requirements
and projecting insect activity in agricultural production.

Large businesses, especially those with widely scat-
tered field offices, such as insurance companies, also
will utilize more minis—often in conjunction with their
central computer. These distributed data processing sys-
tems give processing capabilities to data users who can
immediately use the information. They permit data en-
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try and manipulation by workers at different locations,
thus increasing the efficiency and flexibility of field
operations.

Increased minicomputer utilization will have employ-
ment implications for all the computer occupations. A
greater amount of equipment in operation can be ex-
pected to spur demand for computer and peripheral
equipment operators and computer service technicians.
More systems analysts and programmers also will be
needed to design systems using this equipment and to
develop programs for the ever-increasing number of
applications. Keypunch operator employment, howev-
er, will be negatively affected as minis increasingly are
used for on-line data entry.

Software. Computer software will continue to evolve
rapidly in a number of areas, resulting in increased pro-
ductivity for many computer users. These software ad-
vances also will affect specific computer occupations,
especially programmers and systems analysts. While
there will be continued strong demand for these work-
ers, their specific job duties may be affected. Software
developments also will continue to make the computer
more accessible to workers in such fields as publishing
and medicine.

One trend in software technology has been the in-
corporation of systems programming functions into
computer hardware. If this trend continues over the
next decade, it may curb the demand for some systems
programmers. Overall demand for programmers, how-
ever, will remain strong—allowing these workers to
shift to other types of programming.

Packaged programs are another software option avail-
able to computer users. These programs, which are be-
ing developed for an ever-increasing number of appli-
cations, simplify programming operations, reduce pro-
grammer skill requirements, and may require fewer pro-
grammers at a computer site. In some instances, certain
programming operations may be simplified to the point
where they could be performed by computer operators.
These packaged programs also will permit program-
ming to be done by noncomputer personnel in many
cases.

Another promising area for software improvement is
in the development of user-oriented, high-level com-
puter languages. Thus far, research in this area has not
produced all of the desired results. COBOL, for exam-
ple, was a language developed for use by managers in
business applications, but in practice it has proved to
be too complex for this purpose. Advances have been
made in this area, however, that allow noncomputer
personnel to bypass programmers and have direct ac-
cess to the computer. Table Producing Language
(TPL), for example, now allows noncomputer workers
such as social scientists to use computers in their daily
work. Improved hardware and further advances in



Chart 9. Value of computer systems produced by
U.S. manufacturers by type of computer,
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software technology may lead to the development of
even more high-level languages.

Applications. Increases in the number of applications
will be the main stimulus to computer empioyment
growth over the next decade. Although progress in
hardware and software technology may temper the de-
mand for computer workers at some computer sites,
these same technological advances are expected to bring
the computer within reach of an increasing number of
users.

Some new applications will be made possible with
the continued development and refinement of new com-
puter hardware. For example, computers can be applied
to point-of-sale operations in supermarkets or depart-
ment stores through the use of computer terminals,
character recognition equipment, and other types of
data communications equipment. Data communications
networks also will permit traditional computer users to
develop and implement new computer applications.
Banks, for example, will increasingly use terminals for
electronic funds transfer systems (EFTS).

Along with the introduction of new hardware. the
cost of computer equipment has dropped dramatically
in recent years. These reductions in hardware costs are
expected to continue, allowing more relatively small
organizations to utilize computers. These newcomers
will use the computer for traditional functions, such as
accounting and inventory control. Additonally, they
will have new, industry-specific applications, creating
more jobs for computer personnel over the next dec-
ade. Small oil and gas exploration firms, for example,
are increasingly using computers for such specialized
applications as production statistics. land lease data, and
geologic and engineering applications.

New software developments, such as higher level,
easy-to-use languages, will continue to make the com-
puter more accessible. This will increase the number of
potential computer users, especially small businesses.
Also, more industries will become computerized as
packaged programs are developed for their specific
applications.

As may be seen from the above, hardware, software,
and applications are all interrelated. While hardware
and software developments may appear to curb the de-

mand for some computer workers due to increased pro-
ductivity, this is only a small part of the overall story.
Far more important in terms of employment impact will
be the expanding number of applications made practi-
cal by these hardware and software advances. As the
computer is made accessible to more users through these
developments, many more computer workers will be
needed.

Expected employment growth by occupation

In general. a greater variety of applications, advanc-
ing software technology, and more efficient computer
hardware all lead to a greater utilization of computer
equipment, which will result in a growing demand for
computer personnel over the next decade. Table 7
presents employment projections for each of the com-
puter occupations. Increasing applications and greater
amounts of hardware, for example, are expected to spur
the employment of computer and peripheral equipment
operators and computer service technicians. At the same
time, changes in data entry methods will reduce the
demand for keypunch operators. A summary of the em-
ployment outlook for each computer occupation
follows.

Systems analysts. Employment of systems analysts is
expected to increase from 243,000 in 1980 to 400,000 in
1990, or by 65 percent.

The history of computers has been marked by many
unsuccessful attempts to solve problems, reduce costs,
and increase productivity. A major cause of such failures
has been the lack of adequate systems analysis and de-
sign to take full advantage of computer capabilities. As
the requirements of computer users continue to esca-
late, they will demand greater efficiency and increased
performance from their computer systems. Similarly,
computer hardware and software advances will increase
computer 4pplication possibilities and the compatibility
of equipment from different sources. These advances
aiso will permit “networking™ or other equipment in-
terrelationships. such as distributed data processing, in
new and existing computer systems. As a result, sys-
tems analysts, who have always been in great demand,
will continue to be sought to reduce computer systems

Table 7. Employment in computer occupations, 1980 and projected 1990

Occupation

Total, all occupations. . . . . .. ... ...

Systemsanalysts . . . . . .. .. ...
Programnmaers. . . . . . . . . . v vt it e e
Computer and peripheral equipment operators . . . .
Keypunch operators . . . . . .. . ... ........
Computer service technicians . , . . . . .. ... ...

Projected Percent
1980 1990 change,
employment requirements 1980-90
. 1,455,000 2,140,000 47.1
. 243,000 400,000 64.6
. 341,000 500,000 46.6
. 522,000 850,000 62.8
. 266,000 230,000 -135
. 83,000 160,000 92.8

SOURCE: Bureau of Labor Statistics.
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problems and develop more sophisticated and complex
computer operations.

Programmers. Computer programmer employment is
expected to grow from 341,000 in 1980 to 500,000 in
1990, an increase of 47 percent. The overall demand
for programmers will increase as less expensive and
more sophisticated computer hardware and software
attract new computer users and increase the number
and type of computer applications among existing users.

More systems programmers will be needed to devel-
op the complex operating programs made necessary by
higher level languages and complicated computer con-
figurations, as well as to link or coordinate the output
of different programs from different systems. As in-
creasing applications expand the computer market, the
need for applications programmers also will increase,
although not quite as rapidly as in the past as more
people use “canned” programs to process data without
the direct assistance of a programmer. Continuing de-
velopment of programming instructions built into com-
puter hardware, user-oriented languages, terminal pro-
gramming by non-EDP personnel, and more standard-
ized software packages are expected to simplify some
job duties of applications programmers.

Computer and peripheral equipment operators. Employ-
ment of computer and peripheral equipment operators
is expected to increase from 522,000 in 1980 to 850,000
in 1990, or by 63 percent. The major cause of this
growth is the increasing use of computer hardware. The
increased utilization of distributed data processing sys-
tems, and the concomitant rise in the number of mini-
computers and other types of peripheral equipment, also
will require increasingly large numbers of computer
operating personnel.

Similarly, recent advances in miniaturizing circuits
have enabled manufacturers to reduce both the size and
cost of computer components. As the technology is fur-
ther developed, a continued expansion in the use of
computers is expected, especially by small businesses.
As small business applications increase, many of these
organizations are expected to install their own comput-
er systems, thus generating additional demand for work-
ers to operate the equipment.

Keypunch operators. Employment of keypunch opera-
tors is expected to decline from 266,000 in 1980 to
230,000 by 1990. This 14-percent decrease is the only
projected employment decline among the computer oc-
cupations studied.

Data entry has long been considered a bottleneck in
data processing operations. Cardpunch-oriented data
entry systems in the past have produced slow, error
prone, and increasingly costly performance in many
computer operations. Further, the gap between machine
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speed and the time required for manual card input has
widened due to advances in internal data processing
capabilities of computers. These problems, along with
expected increases in the volume of data to be processed,
have spurred technological advances in alternative
methods of data entry. These methods include comput-
er terminals and other forms of direct keying, along
with other data communications input systems. Users
are expected to continue to employ these more efficient
data entry methods, thus diminishing the need for key-
punch operators.

Computer service technicians. Employment of comput-
er service technicians is expected to show the largest
increase of all the computer occupations—growing from
83,000 in 1980 to 160,000 in 1990, or by 93 percent.

The rising demand for computer service technicians
is related to the growing number of computers in use
and the geographic distribution of these computers.
Continued reductions in the size and cost of computer
hardware will bring the computer within reach of a ra-
pidly increasing number of small organizations. As more
and more of these small systems are installed, the amount
of time technicians must spend traveling between cli-
ents also will increase, further intensifying the demand
for these workers.

Expected employment growth by major industry
division

Although computer employment is expected to grow
substantially in all industries over the next decade, con-
siderable variation is expected. Table 8 presents 1978
and projected 1990 computer employment by major in-
dustry division. The following sections describe the fac-
tors underlying computer employment growth in each
of these industry groups.’

Manufacturing. Computer employment in manufactur-
ing is expected to increase rapidly - by about 70 per-
cent—over the period 1978 to 1990. Because comput-
ers are readily adaptable to manufacturing processes,
this industry division had already made extensive use
of computers by the early 1970’s. Over the next dec-
ade, the manufacturing sector will continue to apply
computers to process control, quality control, business
forecasting, and management information functions
such as accounting and personnel management. In ad-
dition, more intensive use will be made of existing sys-
tems; many of these will require additional computer
personnel. Also, minicomputer systems will continue to
be developed for specific manufacturing functions, such
as product design and precision measurement. Some of

% As indicated earlier, the latest industry-occupational matrix avail-
able when this report was prepared presented employment of com-
puter workers by industry for 1978. This section, therefore, describes
employment change between 1978 and 1990.



Table 8. Empioyment in computsr occupations by industry division, 1978 and projected 1990

Total, all occupations Systems analysts Computer programmaers

Industry division Percent Percent Percent

1978 1990 change, 1978 1990 change, 1978 1990 change,

1978-80 1978-90 1978-90

Total, all industries . . . . 1,157,983 | 2,140,000 84.8 181,998 400,000 119.8 | 246,998 500,000 102.4

Agriculture, forestry, and fisheries 1,079 1,785 65.4 45 200 3440 269 600 123.0

Mining . . . .. ... e 13,107 24,860 89.7 2,354 5,000 112.4 3,176 6,300 98.4

CONSTIUCTION - « + « « ¢ v s o v o o 10,213 17,525 71.6 1,423 3,000 110.8 2,481 4,500 81.4

Manufacturing « « - -« « « c o - 320,270 552,400 72.5 61,915 119,500 93.0| 73,830 129,000 74.7
Transportation, communication, and

public utilities. . . . . .. .. .. 65,5085 107,130 63.5 8,218 17,700 1185 | 12,445 23,000 8438

Whosessie and retail trade . . . . . . 141,665 242,000 708 18,782 35,000 86.3( 19,409 35,000 80.3

Finance, insurance, and resi estate . 152,498 266,900 75.0 14,388 30,7100 109.6 | 26,300 51,000 93.9

Services. . . . . ... ... 0. 343,759 719,900 109.4 59,800 147,500 146.7 | 84,366 204,000 141.8

Government . . . . . ... ... ... 116,695 207,500 778 21,914 42,000 91.7 | 24,722 46,600 88.5

Computer service Computer and peripherai
technicians equipment operators Keypunch operators

Percent Percent Percent

1978 1990 change, 1978 1990 change, 1978 1990 change,

197890 1978-90 1978-90

Total, all industries . . . . 63,001 160,000 154.0 392,993 850,000 116.3 {272,993 230,000 -15.8

Agricuiture, forestry, and fisheries . 5 10 100.0 337 625 86.5 423 350 -17.3

Mining . . ... .. . oo 87 210 141.4 5,397 11,650 1169 2,093 1,700 -18.8

Construction. . . . . . .. ... 0. 95 200 110.5 3,641 7,725 112.2 2573 2,100 -18.4

Manufacturing. . . . . .. ... ... 15,914 44,000 157.6 103,093 215,000 1085 | 65518 47,900 -26.9
Transportation, communication, and

public utilities. . . . . . ... .. 816 1,580 93.6 26,057 52,300 100.7 | 17,972 12,550 -30.2

Whoiesale and retail trade . . . . . . 18,737 46,000 148.5 44,455 $0.000 1025 | 40,282 36,000 -10.6

Finance, insurance, and reai estate . 527 1,300 146.7 69,026 147,500 113.7 | 42,287 37,000 -12.5

Services. . . . . .. ... 000 25,132 86,000 162.6 103,647 236,000 127.7 70814 66,400 -6.2

Government. . . . . . ... .. 1,683 3,700 119.2 37,340 89,200 138.9 | 31,031 26,000 -16.2

SOURCE: Bureau of Labor Statistics.

the job functions traditionally carried out by computer
personnel will be performed in the future by engineers,

machinists, and other personnel using minicomputers.
Finally, computer terminals will be used more exten-
sively but will have a mixed impact on computer em-
ployment. For example, terminals are used in warehouse
inventory control and in research and development.
Some data input will be handled by warehouse person-
nel and research scientists or engineers, decreasing the
demand for keypunch operators. Greater terminal use,
however, should increase the demand for systems ana-
lysts and programmers. Also, the larger amounts of
computer equipment in use will further spur the need
for additional computer service technicians.
Transportation, communications, and other public utili-
ties. This industry division has been intensively com-
puterized since the late 1960’s. Consequently, it is ex-
pected to experience the smallest increase in computer
employment through the 1980’s, about 65 percent. In-
stalling new computers and upgrading present comput-
er systems—especially in the communications sector—
will result in sharp employment increases for comput-
er service technicians, systems analysts, and computer
programmers. The demand for computer and peripher-
al equipment operators also is expected to increase with
the greater utilization of computer terminals. The num-
ber of keypunch operators, however, is expected to de-
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cline, partially offsetting the gains registered in other
occupations.

Wholesale and retail trade. Computer employment in
wholesale and retail trade is expected to increase by
about 70 percent, less than the average for all industries
through the next decade. During the 1970’s, both
retailers and wholesalers increasingly adopted such
practices as computerized ordering and inventory sys-
tems, as well as integrated point-of-sale credit authori-
zation systems. These applications will gradually extend
to the smaller establishments in the industry division,
creating additional demand for computer workers.

Employment of systems analysts, programmers, and
computer and peripheral equipment operators will all
increase as small retailers and wholesalers increasingly
computerize their operations. The largest percentage
increase, however, is projected for computer service
technicians due to the expected growth in the number
of data processing terminals and associated communi-
cations devices. Employment of keypunch operators
will decline as new data are captured at the source by
noncomputer personnel such as sales clerks, or keyed
in via terminals connecting branch outlets to the organ-
ization’s main data base.

Finance, insurance, and real estaze. Computer employ-
ment in this major industry sector will increase



sharply through the 1980’s—by 75 percent—as more
small and medium-sized companies adopt computer
techniques alreadly widely used by larger firms in the in-
dustry. Most of this employment increase will occur in
the finance sector. More banks are expected to
automate their teller operations, participate in
automated check clearing facilities, and offer 24-hour
banking services through the use of on-line terminals. In
addition, rapidly emerging banking applications such as
electronic funds transfer systems (EFTS) will generate
expansion of computer staffs in financial institutions.
Increased participation in centralized credit checking
and authorization systems will spur the demand for
computer workers in credit agencies. Within finance,
the group expected to show the smallest employment
gains are securities firms. These firms were extensively
computerized in the 1970’s, with the implementation of
fully automated stock quotation facilities and a national
system for clearing securities transactions.

Although overall employment in finance, insurance,
and real estate is expected to increase rapidly, growth
rates for the individual occupations will vary. Employ-
ment of computer service technicians will increase the
most rapidly, due to the large numbers of terminals,
minicomputers, and other data communications equip-
ment in operation. The demand for systems analysts,
programmers, and computer and peripheral equipment
operators aiso will remain very strong as the industry
continues to increase the number and types of applica-
tions as well as the volume of computer equipment.
Keypunch operator employment will decline as more
efficient methods of data entry are adopted.

Services. Services, the fastest growing industry divi-
sion in the economy, are expected to show the greatest
increase in computer employment through the 1980’s;
employment is expected to more than double over the
period. An expanding market for data processing in
hospitals, educational institutions, and, especiaily, com-
puter service organizations will account for most of the
increase. Demand for programmers and sysiems ana«
lysts will be strong as hospitals continue to computer-
ize their medical information and communications sys-
tems, as well as automating the services they provide
to patients. Employment requirements of these systems
and of those for medical diagnosis and instruction will
assure the need for computer specialists in hospitals.
Similar growth is expected in educational services as
more computer-assisted instructional systems are devel-
oped, library operations such as acquisitions and
cataloging continue to be automated, and administra-
tive tasks including class scheduling and maintenance
of student records are handled by computers. Because
many medical and educational applications are expect-
ed to feature direct data entry by users, such as hospi-
tal record clerks or students, employment requirements

for keypunch operators should decline.

The growth of computer service organizations also
will contribute heavily to the overall increase for com-
puter workers in this industry. Service firms will con-
tinue to need large numbers of computer and peripher-
al equipment operators as well as more systems analysts
and programmers to design and implement systems for
the growing number of applications for small businesses
and other organizations. At the same time, computer
maintenance companies will need many more comput-
er service technicians to service the increasing stock of
computer equipment. Several factors will contribute to
a growing need for contract data processing services
and the resulting demand by service firms for trained
computer personnel. These sources of demand include
a growing number of applications featuring computer-
to-terminal interfacing or minicomputers, and the grow-
ing popularity of franchised data processing services
that are expected to enlarge the market.

Several other sectors within this broad industry di-
vision will experience growth in computer employment.
Hotels, for example, will continue to install computer-
ized reservation systems; and business services such as
accounting, credit reporting, and research will become
increasingly computerized.

Governmenr. Computer employment requirements in
government will increase by about 80 percent through
the 1980’s, as new information systems are installed and
existing ones expand their capabilities. State and local
government agencies will ‘experience the greatest
growth in computer personnel as their potential for new
computer applications is realized. Growth in Federal
computer employment will be somewhat slower, but
steady nevertheless, as data processing requirements
continue to expand.

Currently, most State and local computer systems
have been developed around a single functional area
such as revenue collection and disbursement, payroll,
or medical and insurance information processing. In the
future, however, consolidated systems serving a great-
er variety of information processing needs and using
terminal networks and other data communications tech-
nology will be developed.

Within government, employment of computer serv-
ice technicians will grow dramatically—keeping pace
with hardware sales and installations. Larger amounts
of equipment in use will also spur the demand for com-
puter and peripheral equipment operators. Require-
ments for programmers and systems analysts. especial-
ly at the State and local level, will also rise rapidly as
law enforcement, voter registration, and traffic-oriented
applications continue to be computerized. Keypunch

_operator employment, however, will decline as more
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efficient methods of data entry continue to be utilized.



Agriculture, forestry, and fisheries, mining, and con-
struction. The number of people employed in the com-
puter occupations in these industry divisions is so small
that accurate employment projections cannot be made.
It is expected, however, that computer employment in
these industries will exhibit the same trends as in the
overall economy.

Job openings

In addition to openings resulting from growth in the
demand for computer workers, many jobs will become
available each year as workers retire, die, leave the la-
bor force for other reasons, or transfer to other occu-
pations. Data on estimated annual job openings between
1980 and 1990 are presented in table 9. Total openings
for each occupation consist of those resulting from em-
ployment change in that occupation and those stem-
ming from the need to replace workers who leave the
labor force for a variety of reasons. Although keypunch
operator employment is expected to decline, for exam-
ple, there will be many job openings in this large oc-
cupation as workers die or retire.

Sufficient data are not available to develop estimates
of openings resulting from transfers of workers to oth-
er occupations. The limited data that are available, how-
ever, indicate significant mobility both within the com-
puter field and for computer workers who transfer to
other kinds of jobs. Programmers, for example, often
advance to systems analyst jobs and many systems an-
alysts become managers. To a lesser extent, a career
ladder exists for computer operating personnel, with
some of these workers advancing to programmer
positions.

Implications of employment projections

The extremely rapid employment growth projected
for the computer occupations will have a significant
impact on education and training, wages, and other as-
pects of the labor market for computer workers. Some
foreseeable trends are:

* The educational system will need to develop more
programs to meet the continuaily rising demand for
computer workers. Additionally, as computer use
becomes more widespread, the trend toward infusing

computer-related training into more curricula will
accelerate.

L

Shortages of computer workers are expected to become
increasingly pronounced in the years ahead. As more
and more workers are required to bring new computer
applications on-line, competition among employers for
skilled computer personnel will become increasingly
intense. Thus, firms are likely to continue using
aggressive recruiting techniques to fill their computer
staffing requirements.

The shortage of trained computer personnel is likely to
result in a continued escalation of wages for these
workers. Not only will entry salaries be driven up, but
also the salaries of experienced workers in order to
maintain an organization’s internal salary structure.

The great demand for computer personnel will make
it more difficult to hire and retain workers in
occupations requiring similar aptitudes. Math teachers,
for example, are being lured away from public schools
by the higher salaries in computer specialties. Colleges
and universities also are finding it difficult to compete
with business and government organizations to attract
and retain computer science professors who may earn
less than a beginning programmer. As the continuing
upward pay spiral further discourages graduate study,
schools will find it increasingly difficult to alleviate the
teacher shortage.

As electronic data processing operations grow in
importance across all industries, the importance of and
opportunities for skilled computer workers also will
increase. Many companies, for example, now include
data processing managers on their executive boards, a
practice almost unheard of a decade ago. As data
processing budgets expand and the coordination of
computer operations becomes more complex,
opportunities of this type are expected to become more
prevalent.

In summary, the shortage of computer personnel is
expected to continue, resulting in higher wages, more
Jjob mobility, increased job security, and generally great-
er opportunities for these workers. At the same time,
this labor market imbalance will result in serious prob-
lems for employers as they attempt to maintain a stable
computer staff.

Table 9. Projected average annual job opsnings in computer occupations, 1980-90
Totai
.‘:':::T Employment Replacement
Qccupation a
openings, changs needs
1980-90 N
Total . . . e e e e e 93,700 68,500 25,200
3,300
Systems analysts . . . . . . ... .. e e 19,000 15,700 R
Programmaenrs. . . . . . . . . . . .ot a e e e 20,550 15,900 4,650
Computer and peripheral eaquipment operstors . . . . 41,800 32,800 9,000
Keypunch operators . . . . . . . . . . . v oo v oo 3,900 -3,600 7.500
Computer service tachnicians . . . . . . ... ... .. 8,450 7.700 750

1Ser:aaratiom from the labor forcs due to deaths and retirements.

SOURCE: Bureau of Labor Statistics.

26



Appendix A. Methods

Sources of data

Data for this study were obtained from several
sources. First, interviews were conducted with officials
of the American Federation of Information Processing
Societies, the International Data Corporation, and oth-
ers. Various experts, including educators and govern-
ment officials, also were interviewed.

Next, a search of existing literature was made to ob-
tain available information on the employment and train-
ing of computer personnel. In addition, information was
sought on computer use by specific industry, types of
computer applications, and advances in computer
technology.

These sources were supplemented by data from the
Bureau of the Census and BLS, especially the BLS na-
tional industry-occupational matrix that provides de-
tailed information on the distribution of occupational
employment by industry. The employment projections
presented in this report represent an interim revision of
portions of that matrix to reflect the results of the study.

Framework for projections

Projections of employment for the economy as a
whole and by industry were prepared by BLS and de-
scribed in Employment Projections for the 1980’s, BLS
Bulletin 2030. A brief description of the assumptions
that underlie these projections is presented in Occupa-
tional Projections and Training Data, BLS Bulletin 2052.

Computer employment projections presented in this
study were developed within the framework of the lat-
est BLS industry-occupational matrix. The most recent-
ly developed matrix presents data on occupational com-
position of all industry sectors for 1970, 1978, and 1990.
Matrix staffing patterns reflect the 1970 Census indus-
try-occupational employment estimates, updated by the
Bureau’s Current Population Survey that provides cen-
sus-based occupational estimates for the years between
the decennial censuses.

In-depth analysis of the computer occupations and
evaluation of trends in the computer field led to an up-
ward revision of the 1990 matrix employment projec-
tions for each of the computer occupations. These re-
vised projections were then applied to the 1990 esti-
mates of total employment for each of the 200 indus-
tries included in the matrix to yield new ratios show-
ing the concentration of each computer occupation in
each industry. The total number of computer workers
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per industry was obtained by summing across all of the
computer occupations.

Change in matrix data base

The BLS is in the process of converting from an in-
dustry-occupational matrix based on census data to one
based on the Occupational Employment Statistics
(OES) survey.' These two data sources differ in sever-
al major respects:

Respondents. The census-based Current Popula-
tion Survey (CPS) is a household survey, com-
pleted by an individual who responds for all mem-
bers of the household. Persons who hold two or
more jobs are only counted once, based on where
they work the most hours each week. The OES
survey is an establishment survey in which an of-
ficial of the responding firm completes a question-
naire based on company records. Data from the
OES survey count all jobs in each surveyed
industry.

Time frame. Industry staffing patterns are avail-
able from the Census only every 10 years. The
OES surveys are updated on a 3-year cycle, with
staffing patterns benchmarked to the third year of
the cycle.

Occupations. The CPS collects employment data
for approximately 400 occupations. The data are
categorized according to job titles that were used
in the 1970 Census. The OES survey collects data

for more than 1,800 occupations. Each occupation
to be surveyed in a particular industry is defined
on the questionnaire for that industry.

Industries. The CPS does not collect occupation-
al employment by detailed industry. Staffing pat-
terns from the latest decennial Census are updated
based on estimates of occupational employment
from the CPS and on estimates of industry employ-
ment from the Industry Employment Statistics
(IES) survey. This produces occupational employ-
ment data for 200 industries. The OES survey col-
lects occupational employment by detailed indus-
try. Data are not collected in the agricultural or

' A background discussion of the OES survey may be found in the
BLS Handbook of Methods, Bulletin 1910 (1976), pp.57-59.



private household industries—these are estimated.
This procedure generates occupational employ-
ment data for 378 industries.

Preliminary findings indicate that the two surveys
reported comparable levels of employment in 1978 for
all of the computer occuptions except computer and
peripheral equipment operators. Preliminary OES sur-
vey results show substantially fewer of these workers
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than were reported in the 1978 CPS. Differences in oc-
cupational classification are the most likely explanation
for the different employment estimates. The 1970 Cen-
sus lists general job titles (some of which are now out-
dated) that the respondent has to fit to job duties,
whereas the OES survey has a specific definition in-
cluded on each questionnaire that probably eliminated
a number of workers from this category.



Tabie B-1. industry distribution of computsr employment by occupation, 1970, 1978, and projectsd 1990

Total, all computer occupstions Computer programmers
1970 1978 1990 1970 1978 1990

Industry Percent Percent Percent Percant Percent Percent

Employ- ind‘:t ry| Emeloy- indz:trv Empioy- ind::trv Employ- imztw Emptoy- ina::"v Employ- maz:".v

ment | pioy. ment | o molay- ment | o olay- ment | oroioy-| MM empioy. | ™M empioy-
ment ment ment ment ment ment
Total, all industries . . . . .. .......... 765,183 097 | 1,164,791 | 1.23 | 2,140,000 1.88 176,496 | 0.22 |248,998 0.26 | 500,000 0.44
Agriculture, forestry, fisheries . . . . ... ... .. 687 .02 1079 .03 1,788 .08 149 - 269 .01 800 .02
AGHCUITUR® . . . . . . . .. 419 0 584 .02 866 .03 47 - 72 - 200 0
Agricultural production . . . . .. ... ... 154 - 161 0 230 .01 - - - - 20 -
Services, except horticuiture . 225 13 327 14 500 18 39 .02 52 02 130 .04
Horticuitural services . . ., . N . 40 .03 78 .03 138 .08 8 .01 20 .01 50 .02
Forestry . ... ........... N . 149 .28 473 59 778 1.09 90 17 179 .23 350 .49
Fisheries . . . ... ......uoeevmunnanns 19 .04 25 .04 148 23 12 .03 18 .03 50 .08
MIRING . . . ..ttt 8,114 97 13,107 1.48 24 360 235 1,752 .28 3,178 .38 6,300 .59
Metai mining . .. ..........c.00000.n 500 53 648 88 1,128| 100 132 14 159 17 300 27
Comlmining . ... .........ccvuoro.n 179 12 391 .18 700 21 31 .02 55 .03 100 .03
Crude petroleumand naturaigas . . . . ... ... 5,037 1.80 11,479 253 21,935 | 447 1,494 .54 2,847 63 5.700 1.18
Nonmerailic mining, quarrying . . . .. .. ... . 398 .34 91 48 1.1 .95 95 .08 118 .08 200 17
CONSIAUCTION . . . . v oot v n e ma oo on s 7,045 15 10,213 A7 17,528 .25 1,864 .04 2,481 .04 4,500 .07
General buiidingcontractars . . ., . ... . ... 882 07 1,269 .09 2,425 .14 202 .02 312 02 800 .03
General contractors, exc. buiiding . . ... . ... 5,274 .38 7,332 47 12,385 64 1,497 . 1,858 12 3,250 17
Special tradecontractors . . . . ... ... ... 919 04 1,612 .08 2,718 .08 165 .01 314 01 650 .02
Manufacturing . .. ... .. ....coeoo s 320,2701 156 552,400 2.34 60,615 31 73830 36 | 129,000 58
Durabiegoods .. .............-000c0 235,027 1.90 421,700 2.90 47,474 42 58,043 .47 | 104,500 .68
Ordnance . . ... .......cocvunonas X 4.02 10,400 6.02 32 1.09 2,143 1.24 4,000 2.3
Lumber andwood products . . . . . . . .. .. . 1,841 .27 2850 .39 294 .05 1 .08 490 07
LOOGING . . . . .t K 29 .08 140 A3 25 .02 36 .03 40 .04
Sawmills, ptaning milis . . . . . .. ... .. . 1,138 27 1,580 34 195 .08 254 .06 290 .06
Misc. wood products . . . .. ... ... .. . 608 48 1,130 87 74 .06 91 Q7 1680 .09
Furnitureand fixtures . . . . ... ... .... K 3,011 .58 4,550 87 388 .08 529 .10 820 12
Stone, clay, and giass products . . . . . . ... E 4,983 Al 8,120 1.14 79 Rk 895 13 1,450 .20
Glassand glassproducts . . . . .. ... .. K 1,488 .74 2,480 1.11 .14 311 .18 .25
Cement, concrete, plaster . . . . ., .. .. . 1,727 .70 2,770 1.06 307 14 385 .18 580 .23
Structurai clay products . . . . ... .. .. 93 . 188 37 230 72 37 .08 37 Q7 40 13
Pottery and reiated progducts K 272 .58 $00 1.18 i) .05 27 .08 30 .07
Misc, nonmetaitic stone . . . . 1,308 .86 2,160 1.40 100 .07 135 09 230 .18
Primary metal industries . . . . . . . RN 1 13,5615 1.08 20900( 1585 2,202 a7 2,549 .20 4,100 .30
Blast furnaces, steel works k 6028 1.25 8,620{ 180 1,048 .19 1129 .23 1,620 .34
Other primary steed . . . .. ........ E 2,499 .68 4,040 95 404 RA 4 13 .20
Primary aluminum . . . .. ... ... L. d 2,278 127 3690 204 324 21 426 .24 730 .40
Other primary nonferrous . . . . . .. ... 140 . 2,713| 1.9 4550 1.78 426 19 516 .23 910 .35
Fabricated metai products . . . ... ... .. 989 . 13,874 .90 22670| 121 1,960 .14 2,589 A7 4,550 .24
Cutiery, other harcware . . . . ... .. .. . 2,209 1.23 3510 154 267 18 387 .20 .30
Fabricated metai products A 3,949 .79 8,780 .98 610 14 82¢ 16 1,670 .24
Screw machineproducts . . . . . ... . .. . 1,078 99 1,830 1.3% 120 1 147 .14 2 .19
Metalstamping . . . . .. .. ... ... K 2,142 87 3,690 1.27 xn 14 407 17 67C .23
Misc. metai products . . . . .. ... ... J 4.499 .88 7,160| 1.32 642 14 843 16 1,300 .24
Machinery, except etectrical . . . ... ... . 319 .| 90982| 3.93 198,680 8.70 17,098 .86 24,318 1.08 $1,190 1.72
Engines and turbines . . . . . 2,354 1.78 4,190| 293 394 .36 .42 890 .62
Farm machinery, equipment R 2,747 184 4680 260 429 .33 572 .38 920 51
Construction machinery . . . . . ... ... . 8118 1.65 10,240 2.19 851 .29 1,253 .34 1,950 .42
Metalworking machinery . . . . ... ... 3,041 4488 1.29 78 1.79 759 24 1,011 29 1,900 .44
Office, accounting machinery . ., . . . . .. 4,849 5.33 4980 89 6,6 1013 1,304 1.43 1,156 1.60 1,600 243
Electronic computing equipment . . . . . . 33,026 17.57 58,322| 21.72 145,420{ 30.94 11,828 8.19 17,388 8.49 39,960 8.50
Machinery, ne.c. . . ... .......... 1,922 3 11,975 1.23 X 1.87 1,735 .20 2,378 .24 3.970 32
Electrical machinery . . . ... ... ... ... 35,815 1.87 47,031 2.29 78,670 318 10,751 .56 12,002 .58 19,900 .80
Household appliances . . .. .. ... ... 1,958 1.08 23701 1.30 3940| 185 407 22 5 620 .29
Radio, TV, i . .| 15,891 252 18,763] 3.14 27100 4.12 5,082 .80 5,128 86 7,300 LR
Eiectrical machinery, nec. . . .. .. ... 17,968 163 5. 203 47,830 292 5,282 .48 6.410 .50 11,980 73
Transportation equipment . . . . . .. .. .. 1.50 35,814 1.73 50,660 2.14 8,172 43 8,982 .43 12,200 .51
Motor vehicie equipment . . . . . . .. .. 1.13 13,827 1.41 22,400 1.96 1,999 .25 2,855 .29 5,180 .45
Aircraftandparts . ... ... 251 18,213 310 22540 4.39 5,448 .82 5,316 9t 5,990 1.17
Ship, boat building, repair . . 80 , 2.592 92 3.680 117 21 594 2 680 22
Raiiroad equipment . . . . .88 i 661 1.08 290 1.55 o4 .19 125 .20 150 .23
Mobile dwellings . . . . e 12! 195 .18 430 .18 8 .0t 16 eyl 40 .01
Cyices, misc, transportation equipment . | 163 85 326 77 810 93 37 .15 77 18 160 .24
Professional and scientific instruments . . . .| 8,180 1.80 12588 2.22 19,980 292 2092 .48 2,956 .52 4870 .
Scientific instruments . . . . . .. ... .. 3,168 1.79 4,454 227 6,330 3.23 818 46 1,051 54 1,430 .73
Optical, health service supplies . . . . . . . 1.876 1.38 3428 1.86 5,710 2.14 451 o) 791 .38 1,550 58
Photo equipment and supplies . . . . . . . 283 2.60 4,377 3.34 7.460f 4.05 69 1,040 .79 1,780 .97
Watches and clock devices . . . . . . . . .. 305 97 299 99 380| 1.08 22 74 24 110 .30
Misc. manufacturing . . . ... ... ... .. 3,852 a2 4,495 97 5,930 1.18 577 13 699 15 930 18
Nondurablegoods . . . . . ... ... ... ... 68,755 84 85,783 1.04 131,700 1.45 13,141 .16 15,787 19 25,500 28
Food and kindred products . . . ... ... .. 11,168 63 13,569 79 20,020 1.18 1,903 Bh 2,157 A3 3, .20
Meatproducts . . .. .......... .. 1,841 83 2,280 65 3,300 93 266 08 308 .09 540 15
Dairyproducts . . . ... ... .. .... 1.839 87 1,586 .85 1,750 1.27 239 10 218 a2 240 17
Canning and preserving 1,741 61 2.318 77 3,840 1.06 .14 479 16 820 23
Grainmilt products . . 913 66 1,246 .86 1,880 1.20 188 a1 189 A3 290 19
Bakery products . . . 1,018 37 1,190 51 1,250 81 156 .06 165 .07 230 "
Confectionery products - e 3 .78 674 .87 8680 1.07 1t A3 118 15 140 17
Beverages . . . . . . ... ... ... 1,588 87 1,966 .86 2,900 1.24 273 12 2968 A3 380 15

Misc. food preparations . . . ... ... .. 1,786 99 2,309 t1.24 3380 166 319 18 384 .21 530

Tobacco manufacturing . . . . . . . e 788 96 817 w21 860| 1.49 .25 192 .29 200 35
Textilemillproducts . . . . .. ... ... ... 6,421 .68 7,134 .79 10,370 98 1,143 12 1,262 14 1,960 19
Knittingmills . . . .. ............ 1.472 60 1,554 .66 2,220 88 .08 237 10 11
Dyeing, finishing textiles . . . . . . . ... 652 78 781 99 1,155 1.50 118 14 131 A7 190 25
Floorcoverings . . . . .. .......... 861 1.51 1,134 1.85 2,080 2.0t 151 .26 184 .30 360 35
Yarn, fabricmills . , . . .. ... ... ... 2,962 57 321 Rl 4,345 85 581 N 599 13 890 19
Misc, textile mill products . . . . . ... .. 456 81 454 85 5§70 .69 105 14 m .16 160 19
Apparel, textiie products . . . . .. ... ... 6,206 .45 7,093 53 10,750 .69 894 .06 1,088 .08 2.000 ‘ 13
Apparel and accessories . . . . . . ... .. 5,482 45 6,203 54 9,360 n 805 .07 946 .08 | 1,780 13
Misc. fabricated products . . . .. ... .. 724 .43 890 48 1,390 59 8 .05 12 08 i 220 09
Paper and allied products . . . . . .. .. ... 5,885 .83 6.899: 99 11,250 1.42 1,036 15 1,149 17 2,100! 27
Puip, paper, paperboard mlls . A 2,944 1.01 3,320 1.25 5,130 2.01 .20 599 23 1,010 39
Paperboard containers, boxes . . 1,033 48 K .49 1,540 .58 183 .08 191 .09 380 14
Misc. paper and puip products 1,908 1.01 2,539 1.18 4580 1.7 n .14 358 .18 710 .26

See notes at end of table.



Table B-1. Continued—industry distribution of computer employment by occupation, 1970, 1878, and projected 1990

Total, ali computer occupations Computer programmers
1970 1978 1990 | 1970 1978 1290
Industry Percant Percant ! Percent |, Percent Parcent Percent
f of i of ! of of of

Employ- mdzstrv Emoloy- | o qustry Employ- }&ndu-my i Emeloy- [iqustry Emplov- | qustry Employ- | qustry

ment | o ooy~ ment | omoloy- ment | ooy | ment |l omoioy-|  Ment employ- | Ment employ-
| ment ment ment ment ment ment

T
Printingand publishung . . . . . ... ... .. 12,220 1.0 ‘\ 15,921 1.26 25,740 1.32 2,199 | 0.18 i 3,101 0.25 5,590 042
Newspaper publishing, printing . . . . . . . 2,281 55 . 3,223 .70 5,570 1.05 | 440 a1 552 ! 12 1,050 20
Printing, publishing, exc. newspaper . . . . 9,939 1.34 ¢ 12,698 1.59 » 20170} 2.48 1,759 24 1 2549 | .32 4,540 .56
Chemical and allied products . . . . . . . . .. 1 13.7341 1.33 l 18,144 168 ! 31,020 233 3,193 © .31 3.851 | .36 6,400 .48
industrial chemicals . . . .. ... ... i 4389| 1.38 i 5526 1.70 10,010 2.54 1.7 4 1,493 46 2,700 ¢ .69
Plastics, syntheties . . . . . . ... ... .. . 10421 1.02 1,361 1.41 2,370 2.8 272 27 208 31 410 1 .38
Syntheticfibers . . . . ... ... ... .., 1128l 104 i 1,4251 1.22 2,530! 1.40 226 | 21 n .23 520 | .29
Drugs and medicines . . . . . ... .. . 2.778| 1.94 34,4361 239 7.380| 3.57 614 | .34 912 .49 1,550 .70
Scapsandcosmetics . . . ... ... ... 20341 163 2,577 1.92 ! 4,040 243 345 .28 | 416 R} 590 | 35
Paints and varnishes . . . . ... ... .. 1,018 1.49 1,278 1.77 2,0000 217 127 39 181 .22 230 .25
Agricuitural chemicals . . . . ... .. . 557 1.01 777 1.27 1,220 2.4 124 .23 156 .26 180 .33
Misc, chemicals . . ... ........... 798| .72 764| .89 970( 85 | 188 | 15 | 144 .17 210 18
Petroieum and coal products . . . . ... ... 514 2.70 6,883 3.30 9,7501 5.48 1,280 .67 1,503 72 1,920 1.10
Petroleum retining . . .. .. .. ..... | 4807| 313 6,449 392 9,090 748 © 1250 | 81 | 1464 .89 1,890 1.56
Misc, petroieum, coal products . . . . . . . ' 334 91 434 99 6601 1.17 30 .08 | 39 .09 aQ .1
Rubber, misc. plastic products . . . . . . . . i 5,294 .92 6,957 a3 10,7601 1.34 1,000 A7 1 1,23 186 1,800 .22
Rubberproducts . . . . .. ... ... . 3674 1.28 4,162 1.41 5,750 1.70 760 26 ! 822 .28 1,010 30
Misc. plastic products . . . . ... ... 1,820 .56 2,795 .62 5,010: 1.08 240 .08 | 409 .09 790 a7
Leatherproducts . . . . .. . . ... ....... 1,897 59 1,826 .n 2,040 35 289 .09 283 11 310 14
Leather tanning, finishing . . . . . . . . . . | 109 42 106 .47 140 1.02 7 .03 7 .03 10 .07
Footwesr, exceptrubber . . . . .. ... . 1.319 .58 1,217 n 1,200 91 223 10 21 12 220 A7
All other ieather products . . . . . . .. . . 469| .68 503( .79 700 1.02 59 | .09 l‘ es| 10 80 12
! | '

Transportation, other public utilities . . . . . . .. ;48,606 97 65,505 1.13 107,130 168 9.345 .19 12,445 .22 23,000 36
Transportation, total . . . . ... .. ... ... .. | 20,130 .70 23.966 .73 32,7 93 3,098 n 3,894 12 5,500 16
Ralrosds, railway express . . . . . . . . . . .l 8,186 1.33 6,937 1.38 6,225 1.4§ 768 2 9 .13 650 15
Local, interurban transit . . . . . ... ... .. ! 540 .14 595 .13 6 680 .02 73 .02 100 | .02
Street raiiways, bus lines . . . .. ... .. | 516 18 558 18 845 20 ! 56 .02 85 .02 20 . .02
Taxicapservice . . . .. ... . ....... | 24 .03 37 03 35 .03 4 - 8 01 10 .01
Trucking and warehousing . . . . . .. .. . . ¢ 4,343 37 5,739 .39 8,038 52 554 05 814 .08 1,300 ! .08
Truckingservices . . . . ... ........ ‘ 3,829 36 5,129 .38 7198 80 490 08 730 .05 1,160 ‘ .08
Warehousing and storage . . . . .. . . .. ! 514 .58 810 65 840 .81 64 a7 84 .09 140 14
Waeter transportation . . . ... ... ... .. 1,106 .47 1,293 53 1,720 81 258 1 15 450 | 21
Air transportation . . . .. .. ... ...y 45221 1.31 6,822 1.63 11,080 210 1,185 34 1,486 .36 2,100 .40
Pipetines e 367! 217 537 281 850 | 5.32 113 67 147 77 160 | 1.00
Transportation services . . . . ... ... ... . 1,066 1.00 20431 1.20 3980| 157 187 17 317 .19 740 .29
Communications, utilities, sanitary services . . . . 28475| 1.32 41,539 1.69 74.350 265 6,250 .29 8,551 .35 17,500 62
Communications . . . . . ... . ........ 16,2861 1.81 23,992 1.99 48.525 3.50 3,300 3 4,628 .38 10,400 7%
Teiephone (wireand radio) . . . . ... .. 146601 1.62 21,097 2.19 43.450 4.02 2,887 .32 3,985 .41 9,100 84
Telegraph, misc. comm. services . . . . . . 10041 2N 1,931 3.08 3160 517 278 .58 445 .70 850 1.39
Radio broadcasting, TV . . . ... ... ... 622 .48 964 54 1,825 75 137 N 198 1n 450 18
Utilities, sanitary services . . . . . . . . . ... 12,190| 1.13 17,547 1.39 25825 182 | 2,950 .27 3,923 3] 7,100 50
Electric light and power . . . . .. .. ... 4343 133 ! 7,080 1.61 | 10,505 | 254 | 1,069 .33 1,710 .39 1 3,400 81
Electric—gas utilities . . . . ... ... ... 3904 204 | 4,847( 236 | 7,2104 3.08 | 832 .42 989 48 ¢+ 1,700 73
Gas, steam supply systems 2.854 1.72 3,507 2.11 4,725 2.83 858 52 g97% 59 @ 1,500 90
Watersupoly . . . ....... 758 57 1,060 .69 1,600 .85 141 N 185 A2 300 16
Samitary services . . . . ... .. .. ... 152 06 | 950 33 1,460 36 | 28 .01 37 0 i 110 03
Other utifities, nec. . . ... ........ 84 1.28 | 103| 145 225 221 | 22 .33 27 38 90 88
Wholessie and retail trade . . . . . . . .. . .. .1 93,137 57 | 141,685 .89 242,000 95 13,550 08 1 19,409 .09 35,000 | 14
Wholesaletrade . . . . . . . ... .. ..... . . 62,738 1.59 94,614 1.98 164,640 3.08 9,695 .25 | 13,663 .28 24,000 | .45
Whoiessie, except misc. wholessie . . . | 50,254 1.90 | 78,236 2.35 140,950 3.77 7.955 .30 0 11,347 .34 20.100 ! .54
Motor vehicies and equipment . . . | 4,309 1.30 6,441 150 | 9,180 1.76 543 16 810 .19 1.450 | .28
Drugs, chemicals allied products . . . . . 5,006 215 ! 6,250 232 ! 8,220 282 . 670 .29 f 832 31 1,250 , .43
Ory goods and apparet . . . . . . . . . . . 2,041 1.30 2,444 1.46 ‘\ 3,370 1.7 300 19 369 22 450 .23
Food and reiated products . . . . . . . 5,927 1.02 7,787 1.18 10,680 1.49 365 15 \ 1.155 | 17 | 1,550 ¢ 22
Farm products—raw materials . . . . i 633 60 1,138 73! 16201 1.61 118 ¢+ .0 208 | 13 i 300 ¢ .30
Electricalgoods . . . . . . ... . .. ... 1 4,766 150 8,671 1.78 10,120 1 220 664 .21 | 908 i .24 1,400 | .30
Hardwaere, plumbing . . . . . .. ... . . 1,762 1.03 2131 1.02 ! 27601 1.23 267 @ .18 378 .18 | 500 | .22
Machinery, equipment, supplies . . .. .| 258101 348 | 45394| 428 : 98,7901 799 4528 | 61 ., 663871 .63 . 13200 1.07
Misc. whotesaletrade . . . . . . . . .. .. 1124840 97 16378 110 | 241501 150 1,740 | .13 ¢ 2,16 1 .16 ¢ 3,900 i .24
Metals and minerais, nec. . .. . .. . . 1,362. 1.01 1,673 1.19 ¢ 2415 148 170 | 13 2 i 18 ! 350 ! 21
Petroteum products . . . . . . . PR 2336, 1.17 2527 1.08 | 3,015 1.26 458 | 23 622 | 27 1 1,100 | .46
Scrap and waste material S 82 .08 155 a2 s 27 15 1 .01 - 26 .02 s ! .04
Alcohoiic baverages . . . . . NN 1,3621 1.37 2,042 1.56 | 2,760+ 2.22 118 12 183 1| 14 250 | .20
Paper and its products . . . . . ... . . 1343] 1.01 1,601 1.22 | 22700 1.40 146 1o 168 | 13 200 12
Lumber, construction materials . . . . . . | 708 .44 955 .54 1,440 | &7 92 | 06 | 110 .06 150 ! 07
Whoiesaie trade, nec. . . . . . . R 5.2991 1.14 7.425{ 137 11,940 2.0 741 ¢ 16 | 1,007 | g 0 1,800 | .30
Retatrade . . . .. .. ............... 30,399 28 47,081 30 | 77.360 ! .38 385 | .03 . 5746 ! 04 i 1000 05
Buildingmaterials . . . . .. .. ... .. ... 937! 16 1.311 18 ¢ 1,940 .24 149 1 .03 | 215 03 300 .04
Lumber, building materials . . . . .. .. 549 ( 15 73] 19 *. 4501 .30 87 i .02 . 139 .03 200 | .04
Hardware and farm equipment . . . . . . . .. 388 | A7 390 16 ! 490 | Bk} 62 .03 76 .03 | 100 .03
General mechandise, total . . . . . . .. ... . . 15,5371 61 22,727 77 37,420 ar 1,956 .08 : 2819 10 6,200 [ 14
Department, mail order . . . . . . . ... .1 11,845 76 18,5704 .96 31615 106 1,498 @ 10 | 2327 12 5,550 ! 19
Limited pricestores . . . .. . ... ... . 1,001 ; .32 1,065! 38 f,490( 45 95+ .03 106 | 04 150 | 05
Vending machine operators . . . . . . . .. . ] 273 40 324! 43 | 505 39 25 04 25 Q3 ! 50 04
Directselling . . . .. .. ... ... ... 724 .22 7821 22 850 2% | 168 .05 165 ‘ 05 200 - 06
Misc. merchandise stores . . . . . . .. .. 1,694 56 | 1,984{ 66 2,960 | 60 | 170 .06 196 | .07 250 Qs
Food and dairy stores . . . . . . .. . ... .. 3,996 .20 6,553 .28 11,500 | .39 476 ' .02 733 .03 ¢ 1350 0%
Grocery StOres . . .. ... ... ... 3,676 22 5,975 .30 10,400 | 40 452 .03 | 698 03 1,290 ! 05
Dairy proguct stores . . . . . . ... . .. L 1241 34 i 219| .49 350" 84 . 12 03 | 19 .04 30 07
Retail bakeries . . . . . .. .. 15 10 231 A7 530" 35 8 01 | 13 01 - 20 . 01
Food stores, nec. . ... . e 8t 07 128 .09 2200 18 40 = 3 - . 10 | 01
Auto deslers, gas stations . . . . . .. ... . S 13060 07 2,034} 10 3,100 | 14 103 .0 156 0t 200 | 01
Motor vehicle dealers . . . . . . .. . .. L 7521 10 1,084 12 1,585 | 16 72 01 100 .01 125 .01
Tire, battery, accessory stores . . . . . . S15: 28 9185 .35 1,460 1 40 31 .02 ! 55 02 75 ¢ 02
Apparel and accessories . . . . . . ... ... L2,220 .29 3,3031 .36 5,080 | a5 208 | .03 | 292 .03 ¢ 450 ; .04
Apparel, accessory stores . . . . . . . Lot 1843 27 24811 .33 1840’ 42 135 | .02 “ 181 02 300 0 .03
Shoestores . . ... ........... P 577 .38 8221 47 | 1,240 | 53 73 .05 | 11 .06 150 .06
Furniture and appliances . . . . . . ... . . . 1,421 .26 2.237! .33 3,940 a9 254 l 05 | 401 .06 i 750 09
Home furnishingstores . . . . . . . . . . . 658 | 19 943| .23 1,620 ki 36 .02 123 .03 240 0s
Applances, TV, radio stores . . . . . . . L 763 .36 1,294 .48 2,320 6 168 .08 I 278 .10 l 510 ‘ 17
Eatingand drinking places . . . . . . . .. . \ 1,108 .04 2,736 .06 4,310 08 | 103 - 166 - | 250 | -

See notes at end of table.
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Table B-1. Continued—industry distribution of computer employment by occupation, 1970, 1978, and projected 1990

Totat, ail computer occupations Computer programmers
1970 1978 1990 1970 1978 1990
ingustry Percent Percent Percent Percent Pm:n! Perc:m
f = of of of o o

Emoloy "mdznrv Emoiov- | gustry | EMPIOY industry Emplov- finquctey | EMRIOVT | ingustry Emoioy- industry

ment | employ et lempioy-i ™™ lempioy-| ™™  |empioy-{ ™™ | empioy-| " | emoloy-
{ ment ment | ment ment ment ment
Misc. rotail tradestores . . . . ... .. . ..... 3374 028 6,150 033 | 10,070 0.42 606 | 004 965 0.05 1,500 0.06
Orugstores . ... .. . ............. 1,028 i 22 1,338 27 ! 2,050 3 174 .04 245 08 400 .06
LiQUOrSTOres . . . . ... . ..... ... ..., 103 08 | 147 09 | 210 .10 12 .01 21 01 40 .02
Farm, garden supply stores . . . .. . ... .. 235% 20 aa7 27 720 .39 a9 04 36 05 120 .07
Jewelry stores . . .. ... ... .. .. ... /O 28 . 401i 30 ¢ 680 42 27 03 | 47 .03 90 .08
Fuel and ice deaiers 577, 50 857 60 ' 895 36 50 .04 52 a5 50 05
Retail flonsts . . . . . .. 121 01 | 16! 01 . 20 01 - - - - - -
.36 ! 3,144 a8 : 5,495 .62 294 .08 514 .07 800 .09

H {
Finance, insurance, real estate . . . . . . ... ... 1 103,868 2.72 i 152,498 3.03 | 266,900 411 20,430 53 26,300 52 51,000 .79
Finance,total . . . . .. ... ............ | 52,796 3.27 | 90,8137 423 ' 172890 5.66 9,039 .56 13,440 63 28,300 a3
Banking . .. ... ....... ... ... ... . 398781 402 69.366! 5.20 | 135990 7.02 6,656 87 9915 .74 22,100 1.14
Creditagencies . . . . ............. y 6,306 1.76 12,138 238 | 20,700 288 1,183 32 1,997 .39 4,200 .54
Stock brokers, investment . . . . . . i 6,612 249 ! 9,309 3.09 15,200 4.41 1,230 .46 1,528 51 2,000 .88
Insurance . . . . e L. 49,211 364 | 58.871 366 | 89,780 4.58 11,078 .82 12,388 77 22,000 1.12
Realestate . . . ................... 1,851 22 i 2,314 22 4,230 .29 313 .04 472 .04 700 .05
! I

Services,total . . . ... ... . ... ... ... | 184,994 80 1 343,759 1.26 ' 719900 2.06 50,531 24 84,366 .31 | 204,000 58
Hotels and lodging places . . .. ... ... ... i 688 07 | 1,171 09 . 2,220 12 99 o0 152 an 270 .01
Hotelsandmotels . . . ... ... ... .. . 586 08 ; 1,110 a2 2,188 16 99 "0 152 .02 270 .02
Lodging places, excepthotels . . . . . . . . . . | 102 03 81 02 ! 65 01 - - - - - -
Other personal services . . . ... ........ ! 809 06 . 587 04 810 .04 51 - 42 - 40 -
Laundry, cleaning . . . .. ... ... ... .. [ g4l 3 5 33 610{ .20 511 .01 42 01 40 01
Misc. businessservices . . . . . . ... . ...... ; 90,262 552 ' 1695701 6.36 ! 376610| 9.02 28071 1.59 44,023 165 | 112,300 269
Advertising ... ... ... ......... .| 84| 66 1083 71 i 15 1.05 214 | a7 258 a7 360 24
Business management services . . . . ... ... 6,849 3.83 | 13,062 372 ! 28,050 6.08 1,938 1.09 3.399 1.23 8,800 1.86
Commerciai R&D . .. ... ... .. ..... { 4,029 4.60 \ 8,331 6.15 | 20,930 9.23 1,797 + 2.0 3.297 2.43 8.800 3.88
Computer programming | 58,6611 52.28 | 110,361| 5745 ° 255580 70.99 19,368 1 17.26 31,799 18.55 79,660 22.13
Detective and protective i 407! 29 937 33 2,180 .46 82 .06 181 .08 480 1Q
Employment, temporary help . . . . . . ... ., 8725 312 . 9,412 244 . 10,410 1.66 307 14 840 A7 1,600 .25
Servicestobuiidings . . . . . ... ....... ! 361 01 68 01 150 02 - - - - - -
Other musc.services . . . ... ......... j 12,701 268 | 26,336| 336 ! 57,750 540 2,367 .50 4,449 57 12,800 1.20
Automobiie repair services . . . . ... . ... .. | 78 16 1,232 a7 ) 2,190 25 105 .02 15t .02 310 .03
AUtOrepair . . . .. ... 39 a1 | 166 .03 | 390 7 - - - - - -
Auto services, exceptrepair . . . . . .. ... , 741 44 1,086 « 49 1,800 80 108 .06 151 .07 310 10
Other repairsarvices . . . . ............. 87 | 42447 94 | 12,7700( 257 - - - - - -
Electrical repairshops . . . . . .. ... .... 79 1,339 ; 1.02 i 4,200 2.29 - - - - - -

Other repair services . . . ! 59 i 2,908 91 85001 274 - - - - - -
Motion oictures, theaters . . . . .. . ... .. .. 36 827! .40 10701 .36 189 .08 181 .09 210 .07
Misc. entertainment . . . ... . .. 07 ! 741 .10 ’ 12801 .18 a4, 0 21 02 340 .08
Medical, other heaith . . . . ... . . ....... | 29 . 26.3N 33 . 57970| 53 2,495 .05 4,642 07 13,500 12
Hospitals . . . ... ... ... 39 0 21232 54 1 48430 .33 2016 .07 3.499 .09 10,710 18
Convaiescent institutions . . . 03 | 501 | 06 1,790 a8 i 27 01 66 01 390 .02
Heaith services, nec. . ... .......... ! 68 | 4,638 67 | 8,750 94 | 452 16 1.077 .18 2,400 | .26
Legalservices . . . .. .. .............. 05 | 3651 06 690 .09 | 30 .01 84 .01 160 ! 02
Educational services . . . . . .. .. ... ..., i 56 | £8,066 ¢ 77 | 102,840 1.28 | 11,785 .20 17,713 .24 33,000 41
Elementary, secondary A1 7.596 | BL I 11,430 22! 1,048 Q3 1,620 Q3 3,000 .08
Cotieges and universities 168 | 45,195 | 2.24 80.720 358 i 10,047 .64 14,887 74 27,500 | 1.22
Libraries . . e 20 435 42 1270 84 54 | Q7 124 12 400 26
Educatonal services, n.ec. . .. .. .. .. 1.12 48401 131 ! 9420 191 ! 636 .25 1.082 .29 2,100 .43
Museums, art gaileries, 200s .16 119! 23 320 35 16 06 30 .08 70 .08
Nonprofit organizations . 45 | 96186 50 15,350 682 | 950 .07 1,495 .08 22800 RA

Reiigious organizations 10 924 13 1,070 14 - - - - - -
Wetfare services . . D 2,837 4 66 | 4,191 65 | 66701 A 423 .10 686 1 1,200 13
Nonprofit memoersnip orgarnizations . . . . .« 2,928 7 4478 91 ! 7530 1.25 527 14 309 18 1,600 | .26
Qther professional. refated services . . . 35073 4.28 i 70,8501 547 1460501 894 | 8.696 1.06 15,752 1.22 41,000 | 2.5
Engineering and architectural services . . . 3470! 109 8.169; 166 20.210 3.22 ¢ 1.317 41 i 2,482 50 8,100 1.28
Misc. professionai services . . . . . . . . . . j 5002 242 ; 9943 276 23.840 5.51 i 1.969 85 | 3,449 96 10,900 2.52

: i i :

Government, total . . ... .. ..... ..... L 823431 184 , 116895 2.1 207,500 3.49 18,260 43+ 24,722 .49 46,600 .78
Federal public admimistration . . . . . . . . . . .; 525511 232 1 68,319+ 301 { 101675 4.28 12,785 57 15,277 87 20,600 86
Postatservice . .. ... .. ......... 1 2| 10 16371 24 3.800 57 | 143 Q2 278 .04 600 .09
Other Federal oubtic administration . . . . . | 51,869| 3.35 i 66.682i 4.19 ! 97,875 568 | 12,642 .82 14,999 94 20,000 1.18
State public administration L 18.504 3.00 30099 3.33 ¢ 63.025 556 3,185 52 5.629 82 14,000 1.24
Local public admimistration . . . . . | v1.288 8z ! 18277 99 | 42B00| 1.76 2290 37 | ase 21 12,000 .49

Seg notes at end of taple.
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Table B-1. Continued—industry distribution of computer

ioyment by pation, 1970, 1978, and projected 1990

Computer systems anaiysts

Computer and peripheral equipment operators

1978 1970 1978 1990
Industry Parcent Percent Percent Percent Percent Percent
of of ot of of of
industry E":\"?" ingustry Emoloy- |0 sty Emotay- | aqustry Empioy- industry Empioy- industry
emoioy- en employ- mant empioy- employ-| Ment empioy- | ™™ employ-
ment ment ment ment ment ment
Total, all noustries . . . . .. ... ... 0.13 {181,998 0.20 400 335 0.19 (392,993 0.42 | 850,000 0.75
Agricuiture, forestry, fisheries . ... ... ... .. ; - i 45 - ! o)l - 337 01 625 .02
AGRICUITU® . . . . . . . .o - 17 - - 89 - 2186 01 380 .01
Agricuitural production . . . . .. ... .. .. ~- - - - - 61 - 120 01
Services, except horucuiture . - 171 01 | 02 03 136 06 220 Q7
Horticultural services . . . . . - - - [+3] 7 - 19} .01 40 02
FOPBSTIY . . . . o vt s 02 . 8| 04 | 12 26 05 97! A2 190 2
FISN@Ti@s . . . . . . .« o v oot - - - : 06 7 02 24 } .03 85 09
Mining . . .. .. 15 2,384 26 i 5,000 47 1,634 26 5,397 ! .61 11,660 1.10
Metal Mining . . . . . . . oot e e 09 129 14 22 84 09 182 19 4 .35
ComlmMINING . . . . . . oo vt 01 35 02 | .03 60 04 .10 450 A3
Crude petroleum and natural gas . . . . .. .. .. | .30 2,132 47 4500 92 49 4,707 1.04 10,150 2.07
Nonmerailic mining, quarrying . . . . . . . . . . . ' 04 58 .08 } 13 129 1 300 .24 50
CONSITUCTION . . . o . o v o e v e e n e e e e s 02 1,423 03 3,000 04 1,432 03 3,641 .06 7,725 11
General building contractors . . . . .. . . .. .. 01 164 01 400 02 155 01 409 -.03 1,100 06
General contractors, exc. busiding . . . . . .. .. .05 1,106 07 ! 2,350 ‘ 12 , 08 2,576 A7 5,300 28
Special trade contractors . . . ... .. ... ... ; - 153 - ‘ 01 156 01 656 .02 1,325 04
Manufacturing . . . . . . .. .. s e .20 61,915 30 ¢ 119,500 | §1 45,967 23 103,083 50 |215,000 9t
Durabiegoods .. .................. 27 50977 41 @ 99500 | 68 27 68,915 56 |145,000 1.00
Ordnance . . ... ... ... ... 72 1,951 1.14 3,100 . 79 1,831 85 1,995 1.16 2,700 1.56
Lumber and wood products . . . . . . . ... - o3 293 04 550 07 286 08 658 .10 1,450 .20
NG . . L e e - - - - - 14 Ko} | 37 .03 80 .08
Sawmills, planingrmsils . . . . ... ... 03 m .05 370 08 .04 311 07 870 14
Misc. wood products . . . . . . ... ... 04 82 06 11 136 N 310 .24 700 4
Furniture and fixtures . . . . ... .. ... .. 03 242 .05 420 06 500 11 1,187 .23 2.370 .36
Stone, clay, and giass products . . . .. .. .. 07 7086 .10 1,380 19 959 .15 2,152 31 4,400 82
Glass and giass products . . . . . . . .. . . 08 249 13 480 22 12 523 .26 1,150 .52
Cement, concrete, plaster . . . .. ... .. 07 238 20 440 17 338 15 747 .30 1,500 .58
Structural clay products . . . . . . . . . . . 02 14 03 .06 .08 68 13 120 .38
Pottery and reiated products . . . . . . . . 03 18 .04 Q7 14 152 32 380 .80
Misc. nonmetatlicstone . . . ... ... .. 08 188 12 380 .25 .22 662 44 1.280 .81
Primary metal industries . . . . . 1, 09 1,878 15 2900 .22 19 5,061 .40 11,000 .82
Blast furnaces, steet works RE 803 A7 1,170 24 1,168 21 2,216 .46 4,500 94
Other primary stesi . 04 242 07 380 .09 484 A3 1,082 .29 2,300 .54
Primary aluminum . . . . . 18 508 .29 870 48 306 20 766 43 1,600 .88
Qther primary nonferrous . . s . 09 325 14 480 19 462 21 1,017 A4 2,600 1.00
Fabricated metal products . . . . . ... ... 08 1,620 10 2,700 14 2258 18 5520 36 12,080 88
Cutlery, other hardware ... . . . . . .. . . 11 333 19 610 27 274 18 .38 1,500 86
Fabricated metal products . . ... .. .. 08 508 10 910 A3 14 1,499 .30 3,380 .49
Screw machine products . . . . . . ... .. 08 124 a1 17 175 17 .38 850 .75
Metaistamping . . . . ... ... ... .. 04 158 .08 10 426 18 1,010 41 2,250 77
Misc. metal products . . . . . . . ... ! 06 499 09 A3 792 17 1,916 37 4,100 .75
Machinery, except electrical . . .. . . .. .. i 87 24,490 1.06 54,500 83 7874 39 20,183 87 51,500 1.73
Enginesandturbines . . . . .. ... . ... 22 447 34 58 280 25 736 58 1,900 1.33
Farm machinery, equipment . . . . . . . . | 17 | 362 24 550 ! 3 395 31 974 65 2,500 1.39
Construction machinery . . . . . . .. . .. 23 1,283 .35 2,500 | 54 679 23 1,822 .49 4,100 .88
Metalworking machinery . . . . . . . . 300 ‘ 09 515 15 1,020 | .23 713 22 1,764 51 3.800 .87
Office, accounting machinery . . . . . . . . 1.19 1,254 1.74 1,600 2.43 68 1.049 1.46 1,800 2.73
Electronic computing equipment . . . . . . i 5.25 19,286 { 7.20 45,400 9.66 3,198 1.70 9,283 348 27,000 5.74
Machinery, nec. . . . .. ... ...« .. 1 Q09 E 14 2,600 2 1,788 21 4,535 47 10,400
Electrical machinery . . . .. . ... ...... : \ 31 9,362 45 16870 .67 35 14 525 n 31 1.24
Household appliances . . . . ... ... .. i 15 411 .23 .34 392 21 829 .45 2,100
Radio, TV. communications equipment . . : 43 3,804 83 ¢ 4,100 93 H 47 5,591 .93 X 1.51
Electrical machinery, nec. . . .. ... .. i 27 5,147 40 10,080 62 3,278 30 8,105 64 19.000 117
Transportation equipment . . . . . . . . . . . ; 28 7 26 | 11,800 50 5,668 i 30 11,919 58 20,800 .88
Motor vehicie equipment . . . . . . . . .. 204 l 15 2,218 23 4,400 e} 1.937 24 5,054 51 9,590 .84
Aircraftandparts . . . ... ... ... 58 4,655 .80 6,380 24 3,115 47 5,477 .93 8,300 1.62
Ship, beat building, repair . . . . . . ... . 12 452 Ri .22 483 18 972 34 1 .80
Raiiroad equipment . . . . . . ... ... . 13 130 21 33 76 15 203 .33 480 .70
Mobiledweltings . . . ... ......... | 02 35 03 ! a3 25 03 88 08 250 09
Cycles, misc. transportation equipment i 02 13 o3 05 32 13 12% .29 310 47
Professional and scientific instruments . 5 31 2,490 44 ! 4510 66 1,518 } 33 3.965 ! .70 7,400 1.08
Scientific instruments . . . . . ... .. .. \ 35 1.031 53 ’} 1,600 82 536 | 30 1,285 ¢ 84 2,160 1.10
Optical, heaith service supplies . . . . . . . ! 15 465 23 970 .36 335§ 25 1,087 83 2.100 .79
Photo equipment and supplies . . . . . . . 50 966 74 1,900 .03 615 | 88 | 1. 1.18 3,000 1.83
Watches and clock devices . . . . . .. . . . 07 28 09 1 32 .10 | 77 .25 1 .39
Misc. manufacturing . . . . ... ... 06 a42 09 '8 710 16 1,770 38 3,000 .60
Nondurablegoods . . .. ... ........... 08 10,938 a3 , 22 15,705 19 34,718 K3 70,000 77
Food and kindred products . . . . ... . . .. 0s 1.279 07 2,250 A3 16 6,177 .36 11,800 69
Meatproducts . . . . . ... e 02 106 .03 .05 447 13 1,055 30 2,050 .58
Dairy products . . . . . .. .o Q7 195 1n .20 382 16 .36 1.020 .74
Canning and preserving . , . . . ... ... 05 207 06 410 R 455 .16 1,006 | .34 2,100 .58
Grainmill products . . . . ... ... .. 05 128 08 Bl 279 .20 637 | .44 1,200 .77
Bakery products . . . ... ... (03} 54 Q2 .04 10 699 .26 750 37
Confectionery products . . . . . . ... .. 06 64 .08 12 137 A7 276 .36 510 .64
Beverages . . . . ... ......... ... 0% 163 07 BA .20 1,012 44 2,040 .87
Misc. food preparations . . . . . . ... .. 13 362 19 .28 399 .22 929 50 1,800 .88
Tobacco manufacturing . . . ... ...t 08 87 13 .23 209 .26 357 .53 430 .74
Textlemillproducts . . . . .. .. ... 06 748 .08 1,410 A3 1,284 A3 2,656 .30 5,500 .52
Koittingmills . . . ... ........... 03 26 04 .06 228 09 3 .20 1,250 .37
Dyeing, finishing textiles. 06 77 a0 a7 182 22 369 47 700 9
Floor caverings . . . . . 12 104 17 21 236 41 545 89 1,300 1.26
Yarn, fabric mills . . . . . 06 403 .09 16 609 12 1,198 .26 2,100 .46
Misc. textile mill products .. 05 68 10 16 .04 83 .09 150 18
Apparel, textile products . . . ... ... .. 03 589 04 1,090 .07 1,146 .08 2,626 .20 5,900 .38
Apparsl and accessories . . .. . . . . - .. 03 509 04 .07 1,016 .08 2. .20 5,150 39
Misc. fabricated products . . . . . . . . .. 02 80 04 Q7 130 .08 17 750 32
Paper and allied products . . . ... .. .. .. 09 975 14 1,760 22 1,335 19 2.7116 .39 5,800 73
Puip, paper, paperboard milts . . . . . . . . 12 482 18 30 765 28 1,443 54 2,900 1.13
Paperboard containers, boxes . . . . . . . . 03 104 0% 08 200 .09 386 18 700 26
Misc. paper and puip products . . . .. .. 12 389 18 28 370 .20 887 41 2,200 82

See notes at end of tabie.




Table 8-1. Continued—Industry distribution of ploy tby , 1970, 1978, and projected 19890
Computer systems analysts Computer and peripheral equipment operators
1970 1978 1990 1970 1978 1990
Industry Parcent Percent Percent Percent Percent l Percent
Emoloy-| | rvd::!rv Employ- mdz:"v Empioy- | dz:‘ ry | Emplov- inaz;“v Employ- mdz;m Employ- | im::w
ment | empioy- | ™™ | empioy- | ™™ | empioy- | ™" |empioy-] ™™ | empioy-| ™™ | emoloy-
ment ment ment ment ment ;. ] ment
Printing and pubiishing . . . .. .. ... ... 918 0.08 1,694 0.13 3,350 028 3,029 0.26 6,756 0.54 | 13,900 [ 1.04
Newspaper publishing, printing . . . . . . . 109 02 147 03 280 .05 778 19 1,781 28 ' 3600 .68
Printing, publishing, exc. newspaper . . . . 309 10 1,547 19 3,070 38 | 2,251 .30 4,975 82 | 10300 ; 127
Chemical and ailied products . . . . ... ... 2083 20 3,333 31 6610 50 | 3,078 .30 6,737 62 ; 14900 1 1.12
inaustriai chemicals . . . . ... ... ... 700 22 1,044 32 2,140 54 : 943 .30 1,934 59 ; 4,490 | 1.14
Plastics, synthetics . . . .. . .. ... ... 139 14 234 24 420 .38 | 313 31 610 63 ;| 13%0 ; 1.28
Syntheucfibers. . . .. ... ... . ... . 185 18 277 .23 580 32 209 19 473 .40 1,130 52
Drugsand medicines . . . . ... ...... 809 43 1137 82 2,250 1.02 548 .38 1,479 .80 3,300 1.50
Soapsandcosmetics . . . ... .., ..... 212 17 320 24 610 37 448 .36 1,002 .75 2,200 1.32
Paintsand varnishes . . . ... ... .... 85 13 139 19 270 29 247 .36 554 .77 1,200 1.30
Agnicuituraichermucals . . . ... ... ... 49 09 80 13 150 .26 157 .29 363 .60 740 1.30
Misc.chemucals . . . ... .......... 104 08 102 A2 190 17 213 19 322 37 450 .40
Petroleum and coai products . . . ... .. .. 919 49 1,373 68 1,950 1.10 1,149 .60 2,596 125 ¢ 4200 2.76
Petroleum refining 884 57 1312 80 1830 151 1,094 n 2444 149 4520 3.72
Misc. petroleum, coal products . . . . . . . 35 09 61 14 120 21 55 15 152 35 380 .68
Rubber, misc. plastic products . . ... .. .. 403 07 704 .09 1,330 A7 1,248 .22 2,860 .38 | 6,100 .76
Rubberproducts . . . . ... ... ... .. 282 10 402 14 710 21 869 .30 1,656 .56 3.300 .97
Misc. plasticproducts . . .. ........ 121 04 302 .07 620 3 379 13 1,204 .27 2.800 .80
Leatherproducts . . . .. ... ....... 123 04 156 08 250 a2 378 a2 697 27 1,100 .51
Leather tannung, finishing . . . . . ... .. - - - - - - 28 1 57 .25 100 713
Footwear, exceptrubber . . . . ... ... 59 02 85 03 90 .07 257 .1 458 27 650 .49
All other ieather products . . . . . . .. .. 64 .09 91 .14 160 .23 93 13 182 .28 I 350 51
Transportation, other public utilities . . . . . . . . 4,788 09 8215 .14 17,700 .28 10834 22 26.057 .45 52,300 .83
Transportation, total . . . ... . .......... 1,611 08 2,842 08 4,700 A3 4,232 1S 9,256 .28 17,300 | .49
Raiiroads, railway express . . . . .. ...... 457 08 596 12 800 .19 1.624 .26 2,619 51 3,200 I .75
Local, interurban transit. . . . . ... ... .. kil 01 50 o1 75 .0t 130 .03 290 .06 600 | 1M
Street raiiways, buslines . . . ... .. .. 31 01 a1 o1 80 .01 130 .04 290 .08 600 ; .14
Taxicabservice . . . . . . .......... 4 - 9 .0t 15 0 = - - - 1 - -
Trucking and warehousing 212 0 392 .02 725 .05 803 .07 2,143 15 4,200 .27
Trucking services . . . . . 188 L)) 385 .02 685 .08 688 .06 1,863 aa | 37700 .26
Warehousing andstorage . . . .. ... .. 24 03 27 03 40 .04 118 13 280 .30 500 .48
Water transportation . . . .. .. ... ... .. 122 05 205 08 400 19 144 06 296 12 600 .28
Air transportation . . . . ... ... L L. 609 .18 1,017 24 1,800 34 1,228 .36 2966 a1 6,000 1.14
Pipelines . . . . . ... ............,. 39 23 60 31 100 83 94 .56 222 1.16 500 3.13
Transportationservices . . . ... ... .... 137 13 322 19 800 a3 209 20 730 .43 2,000 .79
Communications, utilities, samtary services . . . . 3an 15 5573 22 13,000 46 6,602 .31 16,801 .68 35.200 1.25
Communications . . . . ... .......... 1,970 18 3.531 .29 9.000 .65 3,960 37 9,936 .33 | 24,1000 1.74
Telephone (wire and radio) . . . . .. ... 1,726 19 3,026 i3 8,050 .75 3,558 .39 8,805 91 22,000 2.04
Telegraph, misc. comm, services . . . . . . 184 39 379 60 700 1.15 261 .58 738 1.18 1,200 1.97
Radio broadcasting, TV . . . . . ...... 60 05 126 07 250 .10 141 N 393 22 200 .37
Utilities, sanitary services . . . . . .. ... .. 1,207 Ba 2,042 .18 4,000 .28 2,642 25 6,865 .55 11,100 .78
Electric light and power . . . . . . 382 12 807 19 1,900 .45 937 .29 2,526 57 3,400 | 81
Electric-gas utilities . . . ... .. 470 24 693 .34 1,300 .56 785 .40 1,671 .82 3,300 ! 1.42
Gas, steam supply systems . . . . . .. .. 274 16 380 .24 550 .33 667 .40 1,354 31 2200 ¢ 1.32
Watersuoply . ... . ............ 38 03 66 04 100 .05 133 15 469 | 31 900 ! .48
Sanitary services . . . . ... ... ... 35 01 74 02 120 .03 37 01 793 | .28 1,200 | .30
Other ynlities, nec. . . . .. ........ 8 a2 12 a7 30 29 23 34 i 53 75 100 | .98
Wholesaleand retail trade . . . . . . . .. ... ... 9,942 08 18,782 09 35.000 14 16.595 .10 44,455 .22 80,000 ! .38
Wholesatetrade . . . . . . . . .. ... ... ... 7871 20 14,789 31 27,540 51 9,666 .25 24,948 52 49,000 | 92
Whotesale, except misc. whoiesale . . . . 6,856 28 13,126 ! .40 25,600 .68 7.526 28 19,926 80 , 38500 ! 1.03
Motor vehicles and equipment . . . . . . . 190 05 345 .08 580 1 1,069 32 2,792 85 4,800 : 92
Drugs, chemicals athied products . . . . . . 236 a0 397 | .14 660 23 1,088 .47 2.599 97 4,650 1.59
Ory goodsand apparel . . . . . . ... ... 187 10 257 R 410 2 394 25 881 53 | 1,700 | .88
Food and related products . . . . . . ... 274 .05 488 ¢ .08 780 11 1,381 .24 3.314 | .50 6.300 i .88
Farm products—raw materials 45 04 108 07 200 .20 135 A3 478 | 31 800 .30
Electricatgoods . . . . . . . .. .. 568 18 992 .26 1,550 .34 888 .28 2,183 ! .58 4,400 | .96
Hardware, plumbing . . . . . . 50 a3 89 .05 140 .06 280 .16 727 ! .35 1.300 | .58
Machinery, squipment, supplies . . . . . . 5,336 72 10,452 99 23,140 1.88 2,291, 31 6.952 .68 14550 ; 1.18
Misc. wholesale trade . . . . . . . ... ... . 1015 08 1,663 11 2,400 .15 2,140 A7 5,022 | 34 10,500 | .65
Metais and minerais, nec. . .. ... ... 166 13 250 18 380 .23 2 A7 497 ! 35 950 .58
Petroleum products . . . . .. . . ... .. 330 .16 585 ! 24 770 32 3 - 11, - 15 1 .01
Scrap and waste material . . . . . . . ., . ; - - - - - - 30! .03 S0 i 07 238 .20
Alcoholtc beverages . . . . . ... ... .. ! 3 03 62! 05 ! 90 07 2700 .27 757 .58 1,500 1.21
Paper and its products . L 173 13 265 20 | 390 .24 2521 .19 527 .40 1,100 | 68
Lumber, construction materials . . . . . . a0 02 60: 03 ! 90 .04 183, .11} 430 24 900 - .42
Whoiesale trade, ne.c. . . . . . . 273 06 461 .08 680 At 1,166 | 28 | 270 S50 .« 5.800 : 97
Retavitrade . . . . .. ... ... ... ... vo20m n 3,993 1 .02 7.460 .04 6,929 .06 19,507 | 12 l 41,000 ! .20
Buidingmatenials . . . . . . ... ... ... .. 1 48 01 87 01 150 02 204 .03 563 .08 | 1,100 . AL
Lumber, buliding matenials . . . . . ... ... H 35 01 63 .01 110 .02 163 .04 474 | 10 910 .19
Hardware and farm equipment . . . . . .. . . 13 o1 24 .0 40 .01 41 02 89 : .04 190 i .06
General merchandise, totai 1.162 .05 2,138 | .08 4,500 .10 3.537 | 14 9,363 32 19,100 .45
Department, mail order . . . 809 06 1628;{ .08 3.360 | 11 26861 17 7.626 .39 15,720 ! 53
Limited price stores . | 98 .03 147, 05 220 | 70 205 .07 424 15 860 2
Vending machine operators . . . . . . . ... .| 22 03 3B 04 | S0 .04 /BT 041 14 280 ! .21
Owectseling . . ... .. ............ i 37 o0 a1 01 S0 .01 200 | .06 r 340 | 10 44Q 13
Misc. merchandise stores . . . . . . ... ... ] 196 06 287 09 420 .08 437, .14 867 | 29 1,800 : .36
Foodand dairy stores . . . . . .. ... ...... ' 184 01 378 .02 740 .03 1,099 ! .06 3,006 ' .13 7.200 .24
Grocerystores . . . ... ... ... ...... 169 01 343 .02 670 .03 1,007 © .06 2,724 14 6,420 ' 25
Qairy productstores . . . . ... ........ 5 01 1 .02 20 .05 26 Q7 75 | a7 210 | 50
Retail bakeries . . . .. ... .. ........ - - - - -~ - 50 .04 161 l 12 460 .30
Foodstores,nec. ................ 10 01 24 02 50 03 16 01| 46 .03 110 | .07
Auto deaiers, gasstations . . . . .. .. ...... 45 - 73 - 110 - 295 .02 | 832 .04 1.900 .08
Motor vehicle deslers . . . . ... ... ... 18 - 20 - 25 - 176 .02 434 | .08 280 .10
Tire, battery, accessory stores . . . . . .. .. 27 01 53 .02 85 02 1191 .07 398 15 920 | 25
Apparei and accessones . . . ... .. ... ..., 64 01 144 .01 290 .03 512°F 07 1,400 ! .15 2,900 26
Apparel, accessory stores . . . .. . ... ... 40 01 98! o 200 .02 397 .06 1,076 i .14 2.220 | .25
Shoestores . . . ... .............. 24 0 46 .03 90 .04 115 .08 324 19 680 | .29
Furniture and appliances 85 01 10| .03 380 .05 2781 05 | 8011 .12 1800 |22
Horme furmshing stores 2 01 65 02 150 03 151 04 402 - 10 900 1 18
Appiiance, TV, radiostores . . . ... ... .. 63 03 125 .08 240 .08 127 06 | 399 . 15 200 | .30
Eatinganddnnkingplaces . ... ........ 100 - 171 - 220 - 286 .01 | 1518 .04 3,100 | .06

See notes at end of table.




Table B-1. Continued—Industry distribution of computer employment by occupation, 1970, 1978, and projected 1990

Computer systems anaiysts

Computer and peripneral equipment operators

1970 1978 1990 1970 1978 ] 1990
Industry E Percent Percent ] Percent | Percent Percent : Percent
f of of ! of of i of

Emptoy- uncﬁstrv Employ- industry | EmMBIOy- | ingustry ! Emoioy- industry Empioy- industry | Employ industry

' ment amploy- ment empioy- ment employ- ment empioy- ment employ- | ment employ-
i ment ment meny ment i ment | ment
Eating and drinking places . . . . .. . ... 100 - m - 220 - 286 l 0.01 1,518 0.04 3.100 Q.08
Misc. retati trade stores . . . . . . ... - 383 02 812 05 1,460 06 718 « .05 2.024 BA | 3,900 16
Drugstores . . . .. ... ... 38 01 35 .02 1 .02 208 ‘ .04 530 1 1,100 16
Liquor stores B - - - - - - 8 01 | 40 02 | 80 .04
Farm, garden supply stores . . . . . . 6 01 18 .01 40 02 58 l 05 196 12 410 22
JEWelry STOres . . . . . ... ... 17 02 36 03 70 04 44 04 | 170 13 ! 380 24
Fuel and icedealers . .. ..... ... ... 36 | 03 51 .05 7% 07 180! .16 | 352 32 640 62
Retan HOMSIS . . . . . . - v v - - - - - - - - - - ~ -
Misc. retail trage stores . . . . . . . - . ... ! 266 06 612 08 113% 13 220 .05 736 n 1,280 15
Finance, insurance ,reai estate . . . . . . . ... .. 8,352 22 14,358 29 30,100 .46 26,229 .69 69,026 1.37 | 147,500 2.27
Finance, total . . . . .. . ... e e 3.949 25 7,846 38 19,100 62 16,038 99 46,527 2.17 [103,000 3.37
BaNKING . . . o oo e s 2,933 .30 5,957 .40 15,600 .80 12,452 | 1.26 36,245 272 81,000 4.18
Creditagencies . . . . . .. ...« ..o« 454 a2 990 19 2,000 26 1,821 .51 5,978 1.17 11,500 1.49
Stock brokers, investment . . . . .. . ... .. 562 21 899 .30 1,500 43 1,765 67 4, 1.43 9,500 2.75
INSUFBNCE . . o o v o oo e 4,251 31 6.204 38 10,400 .53 9,751 72 21,374 1.33 42,500 217
Real @STate . . . . - . . e e e e e 02 308 .02 600 .04 44 05 1,125 .09 2,000 .14
Services, total . . . . ... ... a3 59,800 22 147,500 42 32,498 .16 1103,647 .38 | 236,000 67
Hotels and loaging places . . 01 100 0 170 .01 130 .01 540 .04 1,400 .07
Hoteisand motels . . . .. ... .. - 62 - 125 .01 130 .02 540 .06 1,400 1
Lodging places, except hotels . . . . . .. . .. : 51 02 38 o 45 01 - - - - - -
Other personal services . . . . . . . . . . ... .- I 48 - 52 - 50 - 19 .01 153 .01 190 .01
Laundry, cleaming . . . . . ..o ..o e | 48 01 52 01 S0 .02 110 02 153 .03 190 .06
Misc, businessservices . . . ... ..........: 14,768 90 336875 1.26 89,420 214 13,208 .81 42,133 1.58 99.560 2.39
ADVErtising . . .. .. . i e e . 79 08 13 09 18 169 13 38 .25 740 50
Susiness management services . . . . . . . . - “ 1,404 77 3,156 1.14 6,900 1.50 1,024 57 3.402 1.73 8,400 1.82
Commercial R&D . . ... ........... : 958 1.10 2211 1.63 5,200 2.28 683 .78 2,137 1.58 6,100 2.69
Computer programming 9.70 24,640 | 1283 66,560 18.49 8903 | 7.94 27,219 14.17 61,520 17.09
Detective and protective 7 o1 23 01 0 ‘ Q2 m .08 445 .16 1,300 28
Empioyment, temporary heip . . . . . .. . . ! 56 02 154 04 510 .08 - - - - - -
Sarvices to buildings . . . .. .. ... - - - - - - - - - - - -
Other MisC. SBIVICES . . . . . . . .« - . . . - - 1,376 29 3.360 43 9.900 43 2,318 .49 8,548 109 21,500 2.01
Automobile repair services . . . . .. ... . 109 02 202 .02 420 .05 157 .03 494 .07 1,100 12
AUTO FBPAI . . . o o oo o o e e - - - - - - 35 | 01 162 .03 390 .07
Auto services, except repair . . . . . . ... . - 109 06 202 10 420 .14 122 07 332 15 710 .24
Other repair Services . . . . . . . .« - o - .o e - - - - - - - - - - - -
Electrical repair shops - - - - - - - - - - - -
Qther repair services . . . . - -~ - - - - - - - - - -
Motion pictures, theaters 89 04 93 .04 150 Re:) 162 Q7 289 .14 510 17
Misc. entertainment . . . . . . . 5 - 10 - 20 - | 69 02 347 .04 690 .08
Medical, other heaith . . . . . ........... 1,345 02 3,307 06 8,600 08, 3174 .07 10,809 16 28,500 .26
HOSPIAIS . . . oo o oo v e 1.014 .04 2518 .07 7.250 12 2,866 .10 9,187 24 24,470 .42
Convalescent institutions . . . . . ... .. .. 38 01 124 01 850 .03 33 .01 209 .03 630 03
Heaith services, n.e.c. . . . ... .. ... 293 10 665 .10 1,700 18 275 10 1413 21 3,400 .36
Legal SBrViCes . . . . . . ..o ) - 10 - 20 - 26 .01 134 02 360 .08
Educational SErVICES . . . . . . .. ..o oo 3579 08 7,292 10 15.200 19 7.701 A3 22,147 .29 44,500 55
Elementary,secondary . . . . .. ... s - 478 01 1,182 02 2,600 05 970 02 3,002 .08 4,300 .08
Colleges and univessittes . . . . . . . . . ... -, 2,720 a7 5,290 26 10,710 A7 6,205 39 17,429 .86 35,450 1.87
LiDranes . . . . . ..o . 23 03 68 .06 190 A3 34 04 . 208 .20 650 .43
Educational services, n.e.c. . . .. . . . .. .- 358 14 784 22 1,700 34 492 .20 1,511 A1 4,100 83
Museums, art gaileries, 200§ . . . . . .. ... .- 5 02 14 .03 50 ! 08 18 .06 66 A3 190 21
Nanprofitorganmizations . . . . . . . .. .. .. .- 555 04 1,087 06 2,200 1 1,162 .08 3,247 A7 6,500 .26
Religious orgamzations . . . . .. . .. .. - - - - - - - - 128 .02 375 .08 510 .06
Weifareservices . . . . . . . . . . .o 0o 364 08 708 Ay 1,450 16 453 1 1,236 .19 2,450 .26
Nonprofit membership organizations . . . . . | 191 .05 381 .08 750 12 581 15 1,636 33 3,540 59
Other professional, related services . . . . . . . 5,639 68 13958} 107 31,200 191 | 6,581 .80 23,288 1.80 52,500 3.2t
Eng ing and ar | services . . . 761 24 2.1 43 4,500 72 i 602 19 2,382 48 5,900 .94
Accounting, auditing . . . . . ... ..o 3,847 1.29 9,387| 212 22,000 387 | 5139 1.72 18,380 4.15 39.800 6.65
Misc. professional services 1,031 50 2,450 68 4,700 ¢ 1.09 340 41 2526 .70 6,700 1.55

{

Government, total . . . . . .. ... ..o et 13,547 32 21914 43 42,000 | Ra 14,684 34 37,340 .74 89,200 1.50
Federat public administration . . . . . . . . . . . . 10,448 48 15,094 66 23,500 ! .99 9,432 42 20,664 91 42,000 | 1.76
POSI3I SBIVICe . . . . . .. ... e 143 02 339 .05 1,000 | 15 “ 213 .03 754 11 2,000 | .30
Qther Federal public administration . . . . . . 10,333 67 14,785 .93 22,500 131 1 9,219 59 19,910 1.25 40.000 | 2.32
State public administration . . . . . . ... ... - 1,989 32 4, A9 11,000 97 | 3157 | 51 10,135 1.12 29,000 | 2.56
Locai public administration . . . . . . . . ... . 1,112 08 2,412 A3 7,500 31 2,095 15 6,541 .35 18.200 . .75

See notes at end of table.
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Tabie B8-1. Continued—Industry distribution of computer employment by occupation, 1970, 1978, and projected 1990

Keypunch operators

Computer service technicians

1970 1978 1990 1970 1978 1990
Industry Percant Percent Percent Percent Percent Percent
f of of of of of

Emapioy- ind:mv Empioy- | ety | ETRIOVS | ity | ETRIOV- Ligugiry | BP0V Lingustry | ETRIOY- L ngustry

ment | oioye | ™Rt [ o oy~ ment empioy- | ™" lemoioy-1 ™" !empioy- ment employ-
ment ment ment ment ment ment
Total, all industries . . . . . .. ......... 299.99¢ 038 |272,983| 029 230.000 020 35,999 0.08 63,001 0.07 160,000 0.14
Agriculture, forestry, fisheries . . . .. ... .. .. 393 o1 423 01 350 .0t 5 - 5 - 10 -
Agriculture . . .. ... L 270 0 254 01 200 o L] - 5 - 10 -
Agricultural production . . . ... ... ... 119 - 100 - 80 - - ~ - - - -
Services, except horticulture . . . . ... ... 131 08 122 05 100 .03 - - - - - -
Horticultural services 20 01 32 01 20 .01 5 - 5 - 10 -
123 23 169 2 150 21 - - - - - -
1,118 27 2,093 24 1,700 18 41 .01 87 .01 210 .02
Metamining . .. .................. 198 21 189 .18 150 13 8 o0 7 o 25 .02
Coal mining . . .. .......v.uvununnnn 75 05 a3 04 50 .01 - - - - - -
Crude petroleumand natursigas . . . . .. .... 1,307 47 1,713 .38 1,400 29 il .01 80 .02 185 .04
Nonmetailic mining, quarrying . . . . . ... ... 138 12 118 10 100 09 - - - - - -
ConsTrucTion . . . . ... .. ... ... 2815 08 2,573 04 2,100 .03 95 - 95 - 200 -
General buildingcontractors . . . . . ... .... 397 03 368 03 300 02 17 - . 16 - 25 -
General contractors, exc. building . . . . . . ... 1,985 14 1,775 a1 1,450 .08 23 - 20 - 35 -
Special tradecontractors . . . . ... ... .. .. 443 02 430 o0 350 0 56 - 59 - 140 -
42 68518 32 47.900 .20 10,796 05 15,914 .08 41,000 17
44 41,743 34 33,000 .23 10,370 09 15,349 12 39,700 .27
50 730 42 400 23 130 .04 104 .08 200 12
11 505 Q7 350 .08 S - 4 - 10 -
83 p] .02 20 02 - - - - ~ -
12 356 .08 240 .05 5 - 4 - 10 -
Misc. woodproducts . . ... ... ... .. 158 13 123 09 90 05 - - - - - -
Fumniture and fixtures . . . . . ... ...... 1,180 25 1,011 19 850 A3 27 .01 42 o1 S0 .01
Stone, clay, and glass products . . . . . . . .. 1.617 25 1,225 18 200 A3 -] - ] - 10 -
Glass and glassproducts . . . . . ... ... 565 31 399 20 280 a2 6 - 6 - 10 -
Cemaent, concrete, plaster . . . . ... ... 459 21 357 15 240 09 - - - - - -
Structursi clavproducts . . . ... . ... 109 18 68 13 50 .18 - - - - - -
Pottery and reisted products . . . . . . .. 97 22 7% 18 80 .14 - - - - - -
Misc. nonmetallicstone . . . . .. ... .. 387 29 325 21 230 19 - - - - - -
Primary metal industries . . . . 5,107 39 3,910 31 2,700 .20 103 01 117 .01 200 01
Blast furnaces, steel works . 2,530 46 1,802 37 1,200 .26 69 01 78 02 130 .03
Otherprimary stest . . . . . ........ 935 25 6887 19 470 a1 22 .01 30 o S0 .01
Primary aluminum . . . . ... ... ... 607 39 5§70 32 480 28 6 - S - 10 .01
Other primary nonferrous . . . . . . . ... 1,038 48 851 37 550 21 6 - 4 - 10 -
Fabricated metal products . . . . .. ... .. 4 35 4,128 27 3,300 .18 21 - 20 -~ 49 -
Cutlery, other hardwere . . . . . ... ... 82 823 46 710 i - - - - - -
Fabricated metal products . . . . . . ... 1,307 30 1,097 22 780 AL 21 - 20 - 40 .01
Screw machineproducts .. . . . ... .... 493 47 395 36 270 24 - - - - - -
Motaistamping . ... ............ 811 .28 569 23 490 A7 - - - - - -
Misc. metal produces . . . .. ... ... 1,491 32 1,241 24 1,050 19 - - - - - -
Machinery, except electrical . . . ... .. .. 10,337 52 9,688 42 8,600 29 8,079 41 12,323 .53 33,890 1.14
Enginesand turbines . . . . ... ... ... 6822 57 592 45 S20 .38 12 .0 19 .01 50 04
Farm machinery, equipment . . . . . . .. 74 812 54 650 .36 19 £ 27 02 60 .03
Construction machinery . 1616 58 1,694 46 1,540 33 29 .01 64 02 150 .03
Metalwaorking machinery . 1,221 38 1,124 32 960 2 48 02 74 .02 140 .03
Office, accounting machinery . . . . . . . . 794 87 479 88 320 49 1,128 1.24 1,042 1.48 1,350 2.08
Electronic computing equipment . . . . . . 1,839 87 1523 57 1410 .30 6.698 3.56 10,842 4.05 31,850 6.73
Machinery,nec. . . ............. 3,499 41 3.464 .38 3,200 26 148 .02 255 .03 490 .04
Electricsi machinery . . . . ... ........ 11,140 58 9,305 45 7.300 29 1.306 07 1.837 .09 3.800 .14
Housshoid appliances . . . ... ...... 875 47 682 38 480 .23 10 .0 14 0 20 .01
Radio, TV, b i ..} 4548 72 3,458 .58 2,400 37 618 10 782 a3 1,400 21
Electrical machinery, nec. . .. ... ... 5,717 52 5,195 41 4,420 27 680 .08 1,041 .08 2,180 A3
Transportation equipment . . . ... ... .. 9,209 48 6,973 34 5,100 22 393 02 436 02 750 .03
Motor vehicle squipment . . . . ... ... 3,525 49 3,623 37 3,100 27 48 .01 76 0 130 01
Aircraftandparts . . . ... ... ... .. 4,194 83 2463 42 1,350 28 78 04 302 .05 520 10
Ship, boat building, repair . . . . . . .. .. 730 26 518 .18 310 10 71 .03 S8 02 100 03
Raiirosd equioment . . . . . ... ..... 212 42 203 33 180 28 - - - - - -
Mobiledwellings . . . . . ... ....... 59 Q7 s7 .0s S0 .02 - - - - - -
Cvdes, misc. transportation eguipment . . 89 35 111 26 110 a7 - - - - - -
Professional and scientific instruments 2,894 64 2,743 .49 2,400 .35 268 .08 404 .07 800 a2
Scientific instruments . . . . .. ... 1,001 56 848 43 890 35 192 B) 288 14 550 .28
Optical, hesith service supplies . . P 842 52 1,009 49 960 .36 38 .03 76 .04 130 05
Photo equipment and suppties . . . . . . . 868 80 785 S8 880 36 38 .03 60 05 120 .07
Watches and clock devices . . . . . . . ... 183 58 120 40 20 .25 - - - - - -
Misc. manufacturing . . . ... ... ...... 1,938 44 1528 33 1,100 22 32 0 56 ot 110 .02
Nondurablegoods . .. ............... 32,584 40 23,778 29 14,900 .18 426 01 $65 0t 1,300 .01
Food and kindred products . . . . ... ... . ,458 31 3861 23 2,240 13 80 - 108 o0 240 01
Meatproducts . ... ............ 1,049 30 808 23 520 .15 7 - 5 - 10 -
Dairyproducts . . .. ............ 8561 35 505 27 210 A5 9 - -] - 10 0
Canning and preserving . . . .. ...... 729 26 572 19 370 .10 30 .01 54 02 140 .04
Geainmiitproducts . . . . . ... ... 400 29 292 20 160 .10 - - - - - -
Bakeryproducts . .. ... ... ... 554 20 372 18 180 .09 - - - - - -
Confectionery products . . . . . ... ... 350 42 216 28 110 14 - - - - - -
Beverages . . . . . .. .. . - 707 30 473 23 210 .09 18 .01 22 .0t 40 .02
Misc. food preparations 818 45 615 33 380 19 18 0 19 01 a0 02
Tobacco menufacturing . . . . 307 38 181 27 100 A7 - - - - - -
Textile mill products . . . . .. ... ... c. 3,484 35 2,448 27 1,450 14 21 - 20 - s0 -
Knittingmilts . . .. ........ ... .. 970 39 738 31 420 13 - - - - - -
Dyeing, finishing textiles . . . . . .. ... 298 38 195 .25 110 14 7 .01 9 0 25 .03
FlOOrcoverings . . . .. ... .. ...... 408 n 301 49 200 a9 - - - - - -
Yarn, fabricmiils . . . ... ... ... 1,493 29 1,002 22 590 13 14 - 11 - 25 .01
Misc. textile mill products . . . . ... ... 7 40 212 30 130 16 - - - - - -
Apparel, textileproducts . . . ... .. ... 3,772 27 2814 21 1,750 BRI 8 - 6 - 10 -
Apperel and accessories . . . . . ... ... 3,317 27 2,462 21 1,500 KRR - - - - - -
Misc. fabricated products . . . .. ... .. 455 27 352 18 250 a1 8 - 6 - 10 -
Paper and alliedproducts . . . . ... ... .. 2,71 38 1.841 26 1,100 14 160 .02 218 .03 490 .06
Pulp, peper, paperposrd mills . . . . . ... 1,232 42 793 30 430 A7 5 - 3 - 10 -
Paperboard containers, boxes . . . . . 583 26 359 17 240 .09 - - - - - -
Misc. paper and puip products 896 47 689 32 430 18 185 .08 215 10 480 18

See notes at and of table.




Table B-1. Continued—industry distribution of computer empioyment by occupation, 1970, 1978, and projected 1980

Keypunch operators Comp Service Tt
1970 1978 1980 1970 1978 1990
Industry ! Percent Percent Percent Parcent Percent Percent
Employ- of Employ- of Employ- of gmploy- | _°f Employ- |, of Empioy- | . of
ment ingustry ment industry ment industry ment industry ment lindustry industry
emplov- empioy- emplay- empioy- empioy- smploy-
ment ment ment ment ment mant
Printingand publishing . . . .. ........ 5,997 £2 4,250 0.34 2,600 0.19 77 0.01 120 0.01 300 0.02
Newspaper publishing, printing . . . . . . . 930 22 693 .15 500 .09 24 .01 50 01 140 .03
Printing, publishing, exc. newspaper . . . . 5,067 58 3,567 .44 2,100 .26 53 .01 70 .01 180 .02
Chemical and allied products . . .. ... ... 5,369 52 4,174 .39 3.000 .23 43 - 49 - 110 K
Industnat chemicals . . .. ... ...... 1,407 44 1,032 32 630 16 22 .01 23 .01 50 0
Plastics, synthetics . . . . . ... .. .... 311 31 2m 22 130 a2 7 0 8 .01 20 .02
Syntheticfibers . . . .. ........... 528 48 404 35 300 A7 - - - - - -
Drugs and medicines . . . . ... ...... 1,009 A 208 49 780 35 - - - - - -
Sospsandcosmetics . . . ... .. ... .. . 1,021 82 828 62 610 37 ; 8 .01 11 01 30 .02
Paintsandvarnishes . . . ... ....... ! 569 82 424 59 300 33 - - - - - -
Agricultural chemicals . . . ... ...... \ 221 40 171 .28 130 23 8 N 7 .01 10 .02
Misc.chemicails . . ... ...........! 313 28 196 23 120 A1 - - - - - -
Petroieum and cosi products . . .. ......; 1778 o4 1,388 87 900 31 15 01 23 .01 S0 .03
Petroleum refining . . . .. ...... ! 564 1.02 1,206 .73 800 86 | 18 .01 2 01 50 .04
Misc. petroleum, coal products . . . . . 214 58 182 41 100 18 - - - - - -
Rubber, misc. plastic products . . . ... ... I 2,628 A5 2,146 29 1,500 19 15 - 18 - 30 -
Rubberproducts . ... ........... | 1,758 61 1,279 43 720 2 5 - 3 - 10 -
Misc. plastic products . . . . .. ... ... | 870 .30 867 19 780 A7 10 - 13 - 20 -
Lestherproducts . . . .. ............ | 1,100 34 682 .26 360 A7 7 - 8 - 20 .01
Leather tanning, finishing . . . . ... ... | 74 28 42 19 30 22 - - - - - -
Footweer, exceptrubber . . ... ..... ; 780 35 483 28 249 18 - - - - - -
All other ieather products . . . . .. . ... ; 248 38 187 25 90 A2 7 01 8 01 0 .03
1
Transportation, other public utilities . . . . . . .. 23,113 48 17.972 il 12,550 20 526 01 816 0 1.880 .02
Transportation, totsd . . . . . ... ... ... ... 11,091 39 039 24 5,250 5 101 - 138 - 230 .01
Railroads, railway express . . . . . ... . ... 5,304 86 2,993 .58 1,500 35 33 .01 40 01 7% 02
Local, interurbantransit . . . . . .. ... ... 310 08 178 04 100 .02 5 - 4 - 5 -
Street railways, buslines . . .. ... ... 294 10 158 05 30 02 5 - 4 - 5 -
Taxicab,service . . . . . .. ... ...... 186 02 20 02 10 .01 - - - - - -
Trucking and warshousing . . . .. ...... 2,769 24 2,383 16 1,800 a2 5 - 7 - 10 -
Truckingservices . . . . ... ........ 2,483 | 23 217 .16 1,680 11 - - - - - -
Warehousing andstorage . . . . . ... .. 306 | 35 212 23 150 14 5 01 7 ;0 10 01
Water transportation . . . . ... ... ... .. 582 ! 25 424 17 270 13 - - - - - -
Air transportation . . . . ... ... ... 1,479 43 1,287 31 1,050 .20 51 .01 76 .02 130 02
Pipelings . . . . ... ... 14 67 100 52 30 S0 7 .04 8 .04 10 .08
Transportation services . . . .. .. ...... 833 | 50 674 40 450 .18 - - - - - -
C icat utilities, sanitacy services . . . . 12,022 56 9,933 40 7,300 | 26 425 02 81 .03 1,350 .08
Communications . . ... . ........... 6,687 62 5,284 44 3800 a7 369 .03 613 .05 1225 .09
Telephone (wire and radio) . . . . ... .. 6,241 89 4,880 51 3,440 . 32 248 .03 401 .04 950 .09
T , Misc, comm. services . . . . . . 171 .36 173 27 160 26 12 24 196 3t 250 41
Radio broadcasting, TV . . . ... ... .. 275 21 31 13 200 08 9 01 16 01 25 0
Utilities, ssnitary servicas . . . . . .. ... .1 5338 .50 4,649 37 3,500 25 568 01 68 ot 128 .01
Electric lightandpower . . . . ... .. .. 1,915 59 1.879 45 1,800 43 45 .01 89 01 106 .03
Electric—gas utilities . . . . ... ...... 1,902 97 1,490 73 900 | .39 5 - 4 - 10 -
Gas, stesm suppiy systems . . . . .. . .. 1,049 683 783 47 465 | .28 6 - 5 - 10 .01
Watersupply . . .. ............. 29 340 22 300 | 16 - - - - - -
Sanitary services . 02 48 02 30 01 - - - - - -
Other utilities, n.e 46 11 .15 5 .05 - - - - - -
Whoesale and reuail trade 26 | 40,282 20 36,000 14 | 10471 08 | 18,737 .08 48,000 .18
Wholesais trads . . . . . e c e . 85 23,2583 48 20,000 37 10,080 .26 17,961 37 44,100 82
Wholesale, except misc. wholessle . . . . . .. 18,279 £9 16,549 50 14,000 37 9,638 .36 17,288 52 42,750 1.14
Motor vehicies snd equipmant . . . . . . . 2507 75 2,494 58 2,350 45 - - - - - -
Orugs, chemicals allied products . . . . . . 3,004 1.29 2415 80 1,650 57 8 - 7 - 10 -
Drygoodsandapperel . . . . .. ... ... 1,190 76 937 .56 810 .42 - - - - — -
Food and related products . . . . . . ... 3,391 58 2,796 42 2,050 29 18 - 18 - 20 -
Farm products—raw materisis . . . . . . . 338 32 344 22 320 a2 - - - - - -
Elsctricalgoods . . . . .. ....... ... 2,368 .75 2,183 57 1,800 .39 278 .09 435 12 970 21
Hardwaere, plumbing 1,168 68 937 45 820 37 - - - - - -
M: Y, 4,319 58 4473 42 4200 34 9,336 | 1.28 18,830 | .159 43,100 3.51
Misc. wholesale trade . . 7,167 55 6.704 45 6,000 37 422 .03 673 .08 350 .08
Metais and minerais, n 773 58 678 48 625 .38 22 .02 48 a3 110 .07
Pstroleum products 1,528 76 .21 56 1,100 46 12 .01 18 01 30 01
Scrap snd waste matersal . . . . . . ... . 37 04 39 03 30 03 - - - - - -
Alcoholicbeverages . . . ... ....... 924 94 1,028 79 900 72 7 01 12 01 20 .02
Paper and isproducts . . . . . . ...... 755 57 618 47 550 .34 19 K 23 .02 30 .02
Lumber, construction materials . . . . . . 393 24 358 .20 300 4 - - - - - -
Wholessis trade, n.8c. . . .. ... ..... 2,757 89 2675 49 2500 42 362 .08 §72 1n 1,160 19
Retailtrade . . . . .. ... .............. 17,133 14 17,029 Bl 16,000 .08 411 - 778 - 1,900 .01
Buildingmatertals . . . . . . ... ... ...... 536 09 446 08 390 .05 - - - - - -
Lumber, buiiding materials . . . . ....... 264 07 245 .05 230 .08 - - - - - -
Hardware and farm equipment . . . . . .. .. 272 12 201 .08 160 oi-} - - - - - -
Genersi merchandise, total . . . .......... 8,882 35 8,407 29 8,020 19 - - - - - -
Department, mailorder . . . .. ... ..... 6,877 44 6,989 .36 6,985 23 - - - - - -
Limited pricestores . . . ... ... ... ... .. 603 a9 388 14 260 08 - - - - - -
Vv ing i t J 192 28 160 21 125 .10 - - - - - -
Directssiling . .. .. e 319 10 236 .07 160 .05 - - - - - -
Misc. merchandisestores . . .. ........ 891 29 834 21 490 10 - - - - - -
Food and dairy stores . . . . . .. e 2,237 1 2,436 10 2210 07 - - - - - -
Grocery sStores . . . . . .. ... 2,048 a2 2210 1n 2,020 .08 - - - - - -
Dairy product stores . . .. 81 22 114 25 90 22 - - - - - -
Retail bakeries . . . ... 57 05 57 04 50 .03 - - - - - -
FOOQdStOres, N.@C. . . ... .......«... 51 04 55 .04 50 03 - - - - - -
Auto desiers, Gasstations . . . . . . ... ... .. 830 08 944 05 850 | .04 kx| - 30 - 40 -
Motor vehicie desiers . . . . .. ... ..... 463 06 489 .06 425 04 23 - 21 - 30 -
Tire, battery, accessory stores. . . . .. ... . I 333 18 404| 15 375 .10 5 - 5 - s -
Apparel and accessories . . . . ... ... ..., 1,436 a9 1,487 .16 1,440 13 - - - - - -
Apperel, accessory stores . . . . ... . .. Co1om A7 1,126 Ri] 1,120 13 - - - - - -
ShO®SIOres . . ............c00.. 365 24 341 .20 320 BL - - - - - -
Furniture and applisnces . . .. ........: 738 a3 724 n 700 .09 66 .01 2 02 300 .04
Home furnishingstores . . .. ....... ' 399 12 353 .09 330 : a7 - - - - - -
Appliance, TV, radiostores . . . . . . ... 339 16 N 14 370 | 12 66 .03 1”21 04 300 10
Esting and drinkingpiaces . . . ... ... .. 619 02 881 .02 T | o0 - - - - - -

See notes at end of table.




Table B-1. Continued—Industry distribution of computer employment by occupation, 1970, 1978, and projected 1990

Keypunch operators

Computer service technicians

1970 1978 1990 1970 1978 1990
Industry Percant Percent Percent Percent Percent Percant
Employ- of | emeioy- | O Employ- o lemaioy-| O | emotoy-| O Employ- of
Mooy | ndustry | =5 OV | industry ! | industry ¥ [industry | S8 OV lindustry|  STEEYT | industry
emoloy- empioy- employ- | MeNt | empigy- empioy- empioy-
ment ment ment ment ment ment
Retai Trage~Continued
Misc. reta trade stores 1,865 Q.13 1,724 0.09 1,650 Q.07 312 0.02 825 0.03 1,580 0.07
Drugstores . . . . .. - . . 588 A3 468 09 410 .06 - - - - - -
Liquorstores . . . .. .. ... L. 83 07 86 .08 90 .04 - - - - - -
Farm, garden supply stores . . . . .. .. ... 122 10 147 09 150 .08 - - - - - -
Jewelry STOres . . . . .. ... ... 162 15 148 RA 140 .09 - - - - - -
Fuel andicedealers . . .. ... ........ 305 28 196 .18 120 12 6 01 7 .01 10 .0t
Retail flomsts . . . . .. ... ......... 12 01 186 0 20 .01 - - - - - -
Misc. retail tradestores . .. ... ....... 583 a3 664 .10 720 .08 308 07 618 09 1.580 a8
Finence, insurance, resiestate . . . .. ....... 48,564 1.27 42,287 84 37,000 57 283 01 527 01 1,300 .02
Finance, total . . . .................. 23,592 1.46 22615 | 1.058 21.500 .70 178 .01 385 02 990 .03
Banking . . .. ... ... e 17,678 1.78 16,908 1.27 16,400 .85 159 .02 33 .03 890 .08
Creditagencies . . . ... ............ 2378 30 3173 62 3,000 .39 - -~ - - - -
Stock brokers, investment . . 3,036 1.15 2534 84 2,100 61 19 .01 44 01 100 .03
insurance . .. ........... .| 24,028 178 18.783 | 1.17 14,600 74 108 .01 142 .01 280 .01
Reajestate .. .................... RE 209 07 06 - - - - - -
|
Services, total . . . ... ... ... ... 63,038 i) 70,814 26 68.400 19 12,687 .08 25,132 09 68,000 .19
Hotsis and lodging places . . . . . ... ... ... 383 04 377 03 370 .02 3 - 2 - 10 -
Hotelsandmoteis . . . ... .......... 312 04 354 04 350 .03 3 - 2 - 10 -
Lodging places, excepthotels . . . . .. . . .. 51 02 23 o 20 - - - - - - -
Other personal services . . . . .. .. ....... 585 04 337 02 320 .02 5 - 3 - 10 -
Laundry,cleening ... ............. 590 .10 328 07 320 .10 L] - 3 - 10 -
Misc, businessservices . . .. .. .. .. ... ... 27,718 1.69 32490 | 1.22 30,200 72 8,497 52 17,249 88 45,130 1.08
AGvertising . . . . ... ... 0 30 289 BE 190 13 4 - 3 - 10 01
Business management services . . . . . . . . . 2,149 1.20 2,407 87 2.35%0 51 334 .19 698 25 1,800 .39
Commercisd R&D . . .............. 511 58 538 .40 470 .21 80 .09 148 1 3680 .18
Computer programmi 12,963 11.55 13852 | 7.1 12,900 3.58 6541 | 583 12,851 | 68.69 34,940 e
Derective sndprotective . . . . . ... ... .. 192 14 257 09 240 .05 15 01 31 .01 70 .01
Emptoyment, temporary help . . . . . . . . .. 6,362 296 8618 2.23 8,300 1.32 - - - - - -
Servicestobuildings . . . .. ... ... ... - - - - - - 38 o1 688 .01 150 .02
Other misc.services . . . . .. ......... 5,153 1.09 8,529 83 5,7%0 .54 1,487 31 3.450 44 7,800 .13
Automobile repair services . . . . ... ... ... 08 386 05 36860 .04 - - - - - -
Autorepair . ... .. .. .. ... 0. 4 - 4 - - - - - - - - -
Auto services, excsptrepeir . . . . . ... . .. 408 24 381 .18 380 12 - - - - - -
Other repairservices . . . ... ........... - - - - - - 2,128 .67 4,244 .94 12,700 2.57
Electrical repairshops . . .. .. ........ - - - - - - 993 .79 1,339 | 1.02 4,200 2.29
Other repairservices . . . . . .. ........ - - - - - - 1,135 59 2908 91 8,500 2.74
Motion pictures, thesters . . . ... ........ 414 a7 259 13 190 .06 8 - 5 - 10 -
Misc. entertainment . . . .. .. ... ... ... 173 04 283 .03 230 03 - - - - - -
Medical, other hesith 6,512 4 7,585 1 7,300 07 28 - 28 - 70 -
Hospitsls . . . .. ... 56814 a8 6,000 15 5930 10 8 - 28 - 70 -
Convaiescent institutions 58 0t 102 .01 120 01 - - - - - -
Heaith services, nec. .. ... P . 840 31 1,483 22 1,250 a3 - - - - - -
Legai services . . . . . . ... c. i 140 .04 157 .03 150 02 - - - - - -
Educationai servicss . . . . . . ... .. ... ... 10,594 18 10,532 14 3,620 2 288 - 382 .01 520 .01
Eiementary,secondary . ... ... ...... 1,943 05 1,799 04 1,510 .03 22 - 23 - 20 -
Coileges and universities . . . .. . ... .... 7.344 47 7,343 38 6,780 .30 191 01 248 .01 280 .01
Librames . . .. . ... ... 49 06 40 04 30 .02 - - - - - -
Educationsi services, nec. . ... ....... 1,258 50 1,350 37 1,300 .26 55 02 113 03 220 .04
Museums, art galleries, z00s . . . . .. . ... ... 8 03 9 02 10 ot - - - - - -
Nonprofitorgamaations . . . . . .. ........ 3.6582 26 3,702 19 3,700 A8 53 - 8% - 150 Kl
Religious organizations . . . . ... ...... 489 08 549 08 560 Q97 - - - - - -
Welfareservices . . . . .. . ........... 1,501 37 1,585 24 1,550 A7 8 - 8 - 20 -
Nonprofit izations . . ... 1,582 41 1,578 32 1,570 26 47 .01 77 .02 130 -
Other professional, related services . . . . . . . 12,460 1.51 14,718 1.4 13.950 85 1.687 21 3,134 .24 7.400 45
Ei ing and archi 8l services . 669 21 3 .18 820 a3 121 .04 311 .08 890 .14
Accounting, auditing. . .. ...... .{ 10,715 3.58 12,451 | 281 11,870 1.98 1,480 50 2879 60 8,230 1.04
Misc. professionsi services . . . . ... ... 1,078 52 1,374 .38 1260 29 86 .04 144 04 280 .06
Government, total . ... ............... 34,757 82 31.03 52 26,000 44 1,085 .03 1,688 .03 3,700 .08
Federal public administration . . . . . . ... ... 18849 83 15,660 &9 12,000 50 1039 05 1,624 07 3,578 .15
Postalservice . . ................. 213 03 266 04 200 .03 — - - - - -
Otner Federal public administration . . . . . . 18,638 1.20 15,384 97 11,800 68 1,039 07 1,824 10 3.57% 2
State public administration . . . . ... ... ... 10,181 166 9912 1.10 9,000 .18 12 - 15 - 25 -
Locai public administration . . . . .. ., .. ... 5,747 42 5459 .30 5,000 .21 44 - 49 - 100 -

n.e.c. = not eisewhere classified.

NOTE: A dash denotes zero or less than 0.00S percent.



Appendix C. Census
Occupational Titles

The 1970 Census of Population lists national totals
for computer occupations in six categories. The six cate-
gories are designated as follows: Computer Program-
mer, Computer Systems Analysts, Computer Specialists,
ne.c., Computer Peripheral Equipment Operators,
Keypunch Operators, and Data Processing Machine
Repairers. The BLS industry- occupational matrix has
adopted exactly these census computer occupational
categories. However, for purposes of this BLS comput-
er study, two of these common census and matrix oc-
cupational categories have been combined. Data for
computer specialists, n.e.c., are combined with “systems
analysts” because the occupational titles that comprise
the “‘computer specialist, n.e.c.,” category seem Over-
whelmingly to involve systems analysis functions. The
job titles included in each of these six categories are as
follows:

Computer Programmers
computer programmer
digital-computer programmer
electronic data programmer
programmer, computer
Univac-programmer

Computer Systems Analysts
computer analyst
computer-systems planning
computing-systems analyst
data-processing-systems analyst
digital-computer-systems analyst
engineer, systems
health-systems analyst, computer
manager, computer programming
systems analyst, computer systems
systems analyst, data processing

Computer Specialists, n.e.c.
computer scientist
data-processing systems-project planner
engineer, computer application
methods analyst, computer
software specialist

Computer and Peripheral Equipment Operators

card-tape-converter operator
computer-console operator
computer operator
computing-machine operator
console operator, clerical
digital-computer operator
high-speed-printer operator
K.S.T. operator

key station terminal operator
peripheral-equipment operator
tape-to-card-converter operator

Keypunch Operators
card puncher
card-punching-machine operator
encoder
encoder clerk
1.B.M. machine operator
I.B.M. operator
[.B.M. puncher
[.B.M. supervisor
I.B.M. verifier
key puncher
keypunch operator
punch-card operator
punch operator, office machine
verifying machine operator

Data Processing Machine Repairers
computer’s service man—
data-processing-machine rental
data-processing-machine serviceman
engineer, customer’s
I.B.M. installer
mechanic:
computing systems
data processing
electronic computer
1.B.M. machine
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Appendix D. Glossary of
Computer Terms

ADP—Automatic data processing.

ALGOL—A higher level programming language used
for scientific applications.

Alphanumeric—A set of characters that includes letters,
numbers, and special symbols such as punctuation or
mathematical notations.

Analog computer—A computer that operates on data
represented by measurable physical quantities (speed,
temperature, voltage, etc).

Applications programming—Development of programs
to meet specific user needs, such as inventory controi,
payroll, and reservations systems.

Assembler—A computer program that converts the
user’s instructions written in alphanumerics into a form
that the machine can understand.

Automation—The development and application of
methods of making a process self-moving or
self-controiling.

Auxiliary storage—Any device that supplements the
main storage area of a computer.

BASIC (Beginners All-Purpose Symbolic Instruction
Code)—A programming language that is relatively easy
to learn and can be used for a variety of applications.

Batch processing—A method that usés one program to
process accumulations (batches) of similar data.

Binary—A numbering system based on 2’s rather than
10’s. Only the digits 0 and 1 are used.

Bit—A binary digit (0 or 1).

Byte—A sequence of eight binary digits usually
operated upon as a unit.

Canned (packaged) programs—Programs prepared for
users in machine-readable form by vendors or software
firms to meet specific applications.

Card punch—A machine that encodes data onto
tabulating cards in patterns of round or rectangular
holes. Card punches may be activated by computer or
from a keyboard.

Card reader—A machine that transcribes data from
punched cards to main computer storage or auxiliary
storage devices.
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Centralized data processing—Data processing organiza-
tion in which the user places all computing power at one
site.

Character—One of a set of elements that may be
arranged in ordered groups to express information. Each
character has two forms: 1) A form that can be read
by humans—the graphic, including the decimal digits
0-9, the letters A-Z, punctuation marks, and other
formatting and control symbols; 2) a form that can be
read by computers—the code, consisting of a group of
binary bits.

COBOL (Common Business Oriented Language)—A
higher level programming language designed for
business applications.

Coding—Preparing a set of computer instructions from
a detailed flow chart to perform a given action or solve
a given problem.

COM (Computer Output on Microfilm)—An auxiliary
computer device that produces microfilm records from
computer-generated data.

Compiler—A computer program that converts a higher
level language into a machine language program.

Computer—A device capable of accepting a series of
logical operations, applying prescribed processes to the
sequence, and supplying the results of these processes.
Computer, off-line—A computer not actively monitor-
ing or controlling a process.

Computer, on-line—A computer actively monitoring or
controlling a process.

Console—The part of a computer used for manual
control and observation of the computer system.

Core storage—The main storage area of a computer
containing arrays of magnetic cores, which hold
instructions and/or data to be processed.

CPU (Central processing unit)}—That portion of a
computer containing the arithmetic, logic, control, and,
in some cases, main storage devices.

CRT (Cathode ray tube)—A device similar to a television
screen upon which data can be stored or displayed.

Data—Basic elements of information—facts, numbers,
letters, symbols—that can be processed by a computer.



Data collection—The act of bringing data from one or
more locations to a central location.

Data communications—Movement of data from one
point to another by electrical transmission systems.

Data processing—A series of planned actions and
operations upon data to achieve a desired result.

DDP (Distributed data processing)—Data processing
organization that gives computing power to the person
who can immediately and most efficiently use the
information.

Debugging— The process of determining the correctness
of a computer routine, locating any errors, and
correcting them. Also, the detection and correction of
malfunctions in the computer itseif.

Digital computer—A computer that solves problems by
using coded numbers to express all quantities and
variables.

Downtime—The time interval during which a device is
not working properly.

EDP (Electronic Data Processing)—Equipment that
processes data by electronic means; e.g., analog or
digital computers.

EFTS (Electronic Funds Transfer System)—Method of
handling monetary transactions, such as bank deposits
and bill payments, using computers and other electronic
equipment instead of paper.

External memory—A storage facility or device, such as
magnetic tape, which is not an integral part of a
computer.

File—A collection of related records; e.g., a complete
set of invoices in an invoice file.

Firmware—A set of functions built into the computer
hardware that would otherwise be handled by software
or special purpose logic.

FORTRAN (Formula translator)—a higher level
programming language designed for mathematical,
scientific, and engineering applications.

General-purpose  computers—Computers that are
primarily character or byte-oriented and programmed
in higher level languages.

Generation—A stage of technological advance in
computers. First-generation computers were
characterized by their use of vacuum tubes; second
generation, by transistors; and third generation, by
integrated circuits.

Hard copy—Printed copy of machine output; e.g.,
reports, tables, listings, documents, and other business
forms.

Hardware—The actual equipment used in a computer
system, including peripheral equipment such as printers
and tape drives, as well as the computer itseif.
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High speed printer—Computer output printer that prints
all of the characters on a line simuitaneously.

Higher level language—Programming language
designed for a specific range of applications and relative
ease of use.

Input—Information representing data to be processed
and instructions to control processing, which is moved
into the internal storage of a data processing system.

Instruction—A coded statement or command that
causes a data processing system to carry out an
operation.

Interface—The interconnection between two pieces of
hardware or two systems that have different functions.

Internal storage—Memory devices, such as magnetic
cores, forming an integral physical part of a computer
and directly controlled by the central processing unit.

Key-to-disk, key-to-tape systems—Systems for entering
data directly onto a disk or tape by typing at a keyboard.

Keypunch—A keyboard-operated device that punches
holes in a card to represent data.

Key verifier—A device, similar to the keypunch, used
to make sure that data have been correctly punched
into cards.

Line printer— A printing device that accepts information
directly from a computer and prints one line at a time.

Machine language—IL.anguage that can be understood
and interpreted directly by a computer.

Magnetic disk—A flat, circular plate with a surface that
can be magnetized to store data.

Magnetic ink—Ink that contains particles of iron oxide,
which can be detected (read) by machine sensors.

Magnetic tape— Tape with a ferrous oxide surface upon
which data can be stored.

Main storage—The general-purpose storage area of a
computer (same as internal storage).

Memory-——A device or medium used to store
information in a form that can be understood by the
computer hardware.

MICR (Magnetic Ink Character Recognition)—Machine
recognition of characters printed on a document with
magnetic ink.

Microfiche—Sheet of film used for displaying computer
output using a small amount of storage space.

Microfilm—Photographic filmstrip used for retaining
records of printed document while utilizing a small
amount of storage space.

Minicomputer—Small, general-purpose computers that
are part of a family that has at least one product in the
$2,000-$25,000 price range and comes with at least 4K



RAM. Size classes are Supermini, Traditional Mini, and
Micro-mini.

Muitiprocessor—A computer system incorporating
multiple arithmetic and logic units for simultaneous use.

Multiprogramming—A  technique for  handling
numerous  routines or  programs  seemingly
simultaneously by overlapping or interleaving their
execution; that is, by permitting more than one program
to time-share machine components.

Numeric—A machine alphabet that includes only
numerals, in contrast to alphanumeric, which has both
letters and numerals.

OCR (Optical Character Reader)—An information
processing device that accepts prepared forms and
converts data from them to computer output media via
optical character recognition.

Off-line— Pertains to equipment or devices not in direct
communication with the central processing unit of a
computer.

On-line—Pertains to equipment or devices directly
connected to the central processing unit.

Operating system—A program that controls the overall
execution of computer programs. It is available to the
computer at all times, either in internal storage or on
auxiliary storage.

Operations  research—Application of  scientific
principles to business management. This may involve
setting up mathematical equations to depict business
problems.

Original equipment manufacturer—A company that
purchases computer hardware for use as components
in the systems that it sells.

Output—Processed information recorded on a medium
such as a business form or magnetic tape.

Peripheral equipment—Any equipment other than the
central processing unit of a computer, such as a printer,
card reader, terminal, or tape drive that provides outside
communication to the system.

PL/1—Higher level programming language with a wide
variety of features and applications.

Printer—A device for writing out computer results as
numbers, words, or symbols.

Process control computer—A computer that controls a
production process, such as steelmaking, petroleum
refining, or electric power generation.

Processor—The hardware or software capable of
performing or directing the performance of many
functions.

Program (noun)—A plan for the solution of a problem.

A complete program includes plans for the transcription
of data, coding for the computer, and plans for the
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absorption of the results into the system. The list of
coded instructions is called a routine.

Program (verb)—To plan a computation or process from
asking a question to delivering the results. including the
integration of the operation into an existing system.
Thus, programming consists of planning and coding
including numerical analysis, systems analysis,
specification of printing formats, and any other functions
necessary to the integration of a computer in a system.

Punched card—A piece of lightweight cardboard on
which’ information is represented by holes punched in
a specific positions.

Real time—The actual time during which a physical
process occurs. Pertains to the performance of a
computation during the actual time that the related
physical process occurs, so that results of the
computation can be used in guiding the physical process.

Record—A group of related facts or fields of information
treated as a unit. For example, one invoice is a record
in a file containing many invoices.

Run—Execute a computer program.

Scanner—That portion of a reading machine having
functions of locating materials to be read and converting
the optical signal to an electrical signal.

Small business computer—Small, general-purpose
computer marketed by mainframers to smaller
businesses and first-time users. Prices range from $10,000
to $285,000.

Software—The programs, operating instructions, and
other documents that make it possible to use a computer
for a specific application.

Source document—An original document from which
basic data are taken.

Storage—Pertains to devices capable of retaining data
and delivering them on demand at a later time.

Systems analysis—Examination of an activity,
procedure, or method to determine what objective is
desired, and how operations must be carried out to
reach the objective.

Systems programming—Development of programs, such
as compilers and operating systems, that control
computer operation.

Telecommunications—Transmission of data in the form
of signals over long distances via telegraph, radio, or
other communications lines.

Terminal-—An on-line data entry and display device,
usually located away from the central processing unit.
If the terminal is ‘intelligent’, processing devices are
built into it and it also can be used for data manipulation.

Throughput—Productivity based on all facets of an
operation; e.g., a computer that can read, write, and



compute simultaneously would have a high throughput
rating.

Time-sharing—Use of one computer by several

independent users.

Unbundling—Marketing method in which the computer
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vendor sells hardware, software, trairing, and other
services separately rather than as a single package.

Universal Product Code—A standard system of marking
for labels, adopted by the major supermarkets, food
manufacturers, processors, and distributors for use with
computerized checkout equipment.
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